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§Q Introduetion

Recently it has been recognized that the conformal field

theory (CFT) on Riemann surfaees of arbitrary genus plays

an essential role to understand the profound mechanism of the

string theory [F.S.][Fr.]. Among others very important insights have

been brought by a formulation of bosonization rule [D.J.K.M.]

[A-G.B.M.N.V.][E.O.] and an observation that the Virasoro

(energy-momentum tensor) operator deforms the moduli qf Riemann

surfaces [E.O.l][B.M.S.].

One approach to the CFT on Riemann surfaces is based on the

path-integral method initiated by Polyakov [P.]. This approach

can be regarded as a geometrie one which is recently developed

into the algebra-geometrie level [B.K.].

Anather approach to the CFT is an algebraic one based

on the representation theory of the Virasoro algebra, and was

initiated by Belavin Polyakov and Zamolodchikov [B.P.Z.]. This

approach has an essential connection with solvable models cf

·statistical mechanics and Kac-~oody Lie algebras.

One of the aims of this paper is to unify these two approaehes

by constructing a CFT on a family of Riemann surfaees in an operator

formalism. Another aim is to establish asolid mathematical basis

for a elass cf CFT on Riemann surfaces.

The main ingredient cf our theory is M. 5ato's theory of KP

equations (Sa.][5.S.]. Originally his theory was developed to solve

a problem of soliton equations, but here we show that his theory

aetually covers the CFT on Riemann surfaces. Here two nations,

the universal Grasmann manifold (VGM) and the ~-function, play
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the most essential role.

Theory of KP equations was reconstructed by Date, Jimbo,

Kashiwara and Miwa in an operator formalism [D.J.K.M.]. Our theory is

deeply interrelated with their formulation and is in a sense an

extended version to a completed Fock space; in order to treat theta

functions we need completion. It should be compared with the

treatment of Segal and Wilson [S.W.] which treats the same content in

the Hilbert space formalism.

The relation between the theory of KP equations and

Riemann surfaces was formulated by Krichever as the theory of the

Baker-Akhiezer function [Kr.][Mum.2], which playa an important

rale in this paper. This relation to Riemann surfaces was studied

further by Mulase and Shiota in connection with the Schottky problem

[Mul.][Sh.].

Fundamental operators in our theory are the free fermions ~(z),

~(z), the eurrent J(z) and the energy-momentum tensor T(z), aeting on

the Foek space ,. They are provided, a p~iori, without reference to

Riemann surfaces. Informations of Riemann surfaces are carried by

vacuum states [Xl E P(~) (the projective Fock space). In this respeet

our theory is based on the interaction picture in phyeicist's

terminology. The space g (reep. ~ which we call Weierstrase system (§

2)) cf all geometrie data sets is a dressed moduli space of Riemann

surfaces (resp. Riemann surfaces and line bundles) The physical

vacuum [Xl E P(~) moves with a parametrization cf data X E ~ (or 1).
An important fact is that these spaces are infinitesimally

homogeneous spaces on which infinite dimensional Lie algebras ~ =
-1 d ~ -1((z ))az and ~ = ~ $ (((z )) act respectively.
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Our main view point is to interprete the map ~(resp. ~) ---P(') ,

X~[X] as aperiod map of the moduli spaee ~(resp. ~) and is to

investigate the deformation of moduli generated by operators ~ E

~(resp. ~). An important fact is that the view as a'period map

matches very weIl with the method of.field theory. For example the

fundamental operators T(z) and J(z) are just the deformation

generators mentioned above. From physieal point of view this

deformation equation ean be eonsidered as an equation of motion of

the vaeUQ. On the other hand it ean be regarded as the Gauss-Manin

eonneetion from an algebro-geometrie point of view.

We have tried to make this artiele self-eontained as mueh as

possible, sinee no detailed ref~renee.on Sato's theory is available

in western language. This paper is organized as foliows:

§1 and §2 are devoted to geometrical setup for a deseription

of the period map. In §1 we ~ive a deseription of UGM (universal

Grassmann manifold) and its Plücker embedding into projective

Fock space P(~), essentially following M.Sato. In §2 we construet the

dressed moduli space of eurves e (following IB.M.S.]) and its

generalization ~ including the Picard variety, whieh are infinite

dimensional complex manifolds.

Using the theory of the abelian functions, we can define a

period map from '(resp. ~) to UGM and derive Torelli-type theorems

(2.28),(2.29) as a main result of §2. The action of the modular group

on e(r~sp. ~) i8 also important.

§3 is devoted to apreparation of algebraie setup.

In terms of fermion operator ~(z), ~(z) aeting' on the Fock spaee "

we eonstruct a Fock spaee representation of a eentral extension of ~
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(or ~), where the Virasoro algebra and the current algebra appear.

In §4 we provide the bosonization B:' ~ ~ (bosonized Fock

space) and show that the image of UGM in ~ can be characterized by a

conjugate pair of wave functions and the Hirota equations for

~-functions. We essentially follow lD.J.K.M.] but reformulate the

theory in an appropriate form for field theory.

The contents oi §1-§4 can be summarized in the following

diagram:

11 1((7) -----+rr (~ ) ~ürn1 -----.,x '"'" /lx--+ I

1 1 1 1 1 1
6 1/ 2 : ~ ---+ il (1> -----+P(~) --+UGM --+P(')~P(~).

The space ~ (1) iSt briefly to say, the deformation of ~ in the

direction to the Jacobian varieties with a gauge fixing (see §2,F».

The symbols wi th " - " ('11 etc.) stand for the induced (:J -bundies.

1t. x

/1
t a(7) .P(it)

~1/2

In §5 we construct a well-behaved lifting which we call the

·~-function of the period map 6 1 / 2 with a method based on the

Krichever's theory concerning, Baker-Akhiezer function (i.e. a wave

function associated to the curve). This ~-function can be, explicitly

written down in terms of classical Riemann's theta function and the

Jacobian embedding of Riemann surfaces:

1
~(t,Xc) = e~(t)a(I(t)+cln).

This explicit form of the ~-function has been already given by

several authors [I.M.O.][A-G.G.R.] [V.].
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In §6 the explicit farms cf actions of fundamental operators on

the ~-function and N-point functions are obtained by using the

concrete expression of the ~-function. It is interesting to note that

we can obtain the addition formulae of 8-functions associated with

the Jacobian of a curve systematically, which are closely related

with the Schottky problem i~lgebraiC geometry ([Fay].[Mum.3].[v.G.]

, [Mu1 • ] , [S h. ] ) .

In §7 the fundamental differential equations satisfied by

the ~-function will be derived. This provides the Gauss-Manin

conneetion of this period map. The main result of this

paper can be stated as follows: The ~-function is characterized by

the differential linear equations with infinite degrees of freedom:

[ S ( ~) + a ( Z , Xe ) ] ~ ( t , Xc) = <J)B ( Z ) ~ ( ft: , Xc), ~ Z E es

g 1 J a ~.~ d~ --r ~(t,Xc) = ~B(~)~(t,Xc)' ~(z) E ~(X)
1=1 2n;=T 8· 8c

1

and tagether with the automorphy:

'C( t 'X~+Qa+b) = exp (-2nA(~taQa. + tat I (1t) +0»)) 'C( t ,Xc) .

.Here Xc lies in the moduli space' W(Y) of Riemann surfaces (§2', F»

and t = (t 1 ,t 2 , ... ) is the parameter of the bosonie Fock spaee ~

(§4, A». For lees, S(l) stands for its aetion on Xc as a vector

field on '(J) (§2, D» and ~B(l) aets on t as a quantized operator on

R «3.20),(4.4». For the notations in the second type ,of equations

(coneerning gauge transformations) see Appendix. It is a remarkable

fact that the ~-function chracterized by the above Zinear equations

satisfies Hirota's nonZinear equations.

In Appendix we collect the notations and the formulae in the

theory of abelian functions on Riemann surfaces which we have used
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for explieit deseripti~ns of our results in this article.

One of the main c~aracteristies of our theory is that we have

constructed the whole iheory to keep the eomplex analyticity

throughout the formulation. Another characteristic is that any

infinite dimensional manifold like ~ and ~ i8 treated as a projeetive

limit of a finite dimensional manifold. The latter treatment i8

compatible with the completion of the Fock space.

Moreover the structure of our theory has an intimate similarity

with recent theory of arithmetic surfaces due to Arakelov and

Faltings [Ar.][Fal.l.

Some of the results in §5 and §6 have already been given by

Ishibahsi , Matsuo and Ooguri [I .. M.O.l·and Alvarez-Gaume, Gomez and

Reina (A-G.G.R.l. These sections are, however, reformulated with the

help of the preparations of §1- §4 within the framework of the theory

of infinite dimensional complex analytic manifolds. Our main

contribution in this paper is to elear up the geometrie setting of

the whole theory and to provide a system cf differential equations

which characterizes the ~-function.uniquely.

After this work ~as been completed a very interesting paper by

Krichever and Novikov [K.N.] came to our attention, which seems to

have a elose relation with our paper.
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51. UGM a~d its Plücker embedding.

A)Universal Grassmann manifold (UGM)

(1.0) The theory of UGM was created and developed by M. 'Sato and

plays an essential rale in his theory of KP equations ([Sato],

[S.S]). Thanks to the additional structure of filtration one

can obtain an almost complete analogy to the theory of usual Grassmann

manifolds for finite dimensional spaces [S.N.]. We recall here in

§1 the most elementary part of the theory (ar the part which is the

same as usual finite dimensional cases). The deeper part where we

need an essential modification including the theory of T-functians

will be treated in §3 and §4.

(1.1) Let V be a linear space (over () equipped with a filtration

{FmY}mez satisfying the following conditions:

m m m+1
l){F V}meZ is decreasing, ... ~ F V ~ F Y ~

2) u Fmy = y, and n Fmy = (O};
mel mel

'·3) dimcFmY!Fm+ly = 1;

4) the topo!ogy induced from the filtration (i.e. (FmY}mez form

a system of neighb~urhoods of 0) is camplete.

Such V is actually unique up to isomorphisms.

(1.2) For concrete calculation we choose a (topolagical} basis

of-·1' as follows. For later use we employ Zh = 2+ (1/2) = {n+ ( 1/2) ; nel}

aa an {ndex set and choose e~ in F~-(1/2')V - F~+(1/2)y far each ~ E

Zh. Then every element v in Y asn be expressed as-

and

v = 2 v e~,
-C»«~<I» IJ.

IJ. E Zh

v E {:
IJ
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Fmy = {v = 2 v e~}.
m<~ ~

ExampZe(1.3). V = ~JUr (K = r((~)) is the field of formal Laurent

series). The filtration comes from the non-archimedian valuation v:V

~ Z = z u (~} with v(~n~) = n. We use a basis (em+(1/2) = ~m~
} For- later use we introduce another indeterminate z with themeZ'

relation zt = 1. Namely z is a coordinate whose value tends to ~

at the reference point. When we use this coordinate in V = (((z-l)JQZ

the valuation is given by v(zm;az ) = v(t-m- 1 jQf) = -rn-l.

(1.4) Let V = Homt(V, () be the topological dual space

(namely the space of oontinuous (-linear functions on V with discrete

topology on (). Then V has a canonical dual structure of a filtered

space as

. m
FmV = Ker(Hom(V, ~) ~ Hom(F V, (».

'If we set FmV = F_mV, and FmV = F-my, then (V, (FmVl) satisfies the

same properties as in (1.1) and Y and V are dual to each other . In

particular

I ) :V x y

W
(v, v) ~I----~. (viv) = v(v)

is a complete dual pairing of topological vector spaces.

For a basis (e~)~Elh of V the dual basis (e~}~EZh of V ean be

defined by the relations:

(e~lev) = ~~+v,o.

Then em+(1/2) E FmV - Fm+1V. Every element v E FmV c V csn be

expressed as

v = 2 v e~,
m<~ ~

v E (.
~
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(1.5) For later use we introduce another notation:

e = e- A, e = e- A, A E lh.
A A

Then the pairing on V x V becomes the natural one:

(.e le v ) = ~ v (e~le) = öA .A ~ , V v

Definition (1.6). A subset M of Ih is called a Haya-diag~am if
c

both M n Zh>O and M n 2h<O are finite sets where Zh>O = [A E 2h;

A > O} etc. and MC
i5 the complement of M in Zh. The integer x(M) =

EuZe~-Qharaote~istio of M.

We denote by H (resp. Hp) the set of all Maya-diagrams (resp.

Maya-diagrams of charge p).

De/inition (1.7). For M E Hp we express it with an increasing

function A : Zh<p = {A E Zh;u <.p} ~ Zh as

M = ( ' .. , p(p-(3/2», p(p-(1/2)}.

This uniquely defined A i9 called the charaateristic lunation of M.

Note that p(u) = v for u « ~. Therefore the set

(u(u) - u;u e Zh, p(u) - u > Q}

is finite and defines a Young diagram Y(M}. We say that Y(M) i9

~ssociated ~ith M. The number of boxe9

d(M) = ~ (u(u) - u)
u

i9 called the degras cf M.

Y(M)

M

x = 0, d = 8

Denote by ~ (resp. ~d) the set cf all Young diagrams (resp.
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Young diagrams of degree d). Note that #~d = p(d), the number of

partitions of d.

Lem.a (1.8). We have a canonical bijection

H

M

2 x ~

~----~J (x(M), Y(M».

Definition (1.9). We fix p e Z. The universaZ Grassmann manifo~d

(of charge p) VGMP is the set of closed subspaces V of Y s.t. i) the

kernel and cokernel of the natural map f U ~ Y/FÜY is of finite

dimension; ii) dim Ker(f) - dim eoker(f) = p. These V's in VGMP are

called semi-infinite subspaces (of charge p). Set UGM = II VGMP.
peZ

Note that, by definition, the topology on V, which is induced by

V, i8 discrete.

(1.10) By considering the image of F-mV n V in V/FIDy, m E N, one

can introduce on VGMP a canonical structure of a scheme as a

projective limi~ of schemes' .af finite type (Grassmann manifolds for

finite dimension), but we will not make it precise here in order to

avoid unnecessary complication. Specialists on abstract algebraic

geometry could easily fill up logical gaps. For non-specialists it i8

enough to know that VGMP admits a 'good' structure.of an infinite

dimensional complex manifold aa a 'limit' of finite dimensional

manifolda.

(1.11) Let V be a closed subspace in V. If we consider the

induced filtration {FmV = FmV n V} on V, then dim F~/Fm+lu ~ 1. If

we set

M(V) = (m+(1/2) E Ih;dim FmV/FID+1V = I},
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then

then U e UGMP if and only if M(U) is a Maya-diagram of charge p.

We can then define the Young diagram Y(V) = Y(M(U)) associated

with V, and the degree of V, d(V) = d(M(U»).

B) Tangent space of UGM.

Proposition (1.12)«(S.N.]). For U E UGM we have a

canonical isomorphism

TUUGM ~ Homt(U. V/V)

(here TU~GM denotes the 'holomorphic' tangent space of UGM at U).

Definition (1.13). An endomorphism ~ on Y is a continuous linear

map from V to V such that there exists an integer n E Z with ~(FmV) c

Fm+n(V) for all m e 1. Denote by FnEnd(V) the set of such

endomorphisms and put End(Y) = u FnEnd(V).

End(f) is thus a filtered (-algebra (i.e. if ~1 e Fm, ~2 e Fn ,

m+n
~1ö~2 E F ) whose filtration topology is complete.

For each ~ E End(V) define 9U(~) e TUUGM by U ~y ~y ~V/U.

Proposi,tion (1.14). The linear map 9: End(V) ~ HO(UGM.8) =
{global holomorphic vector fields·on UGM} is an anti-homomorphism of

Lie algebras. i.e. [a(~1),9(~2)] = 9([~2'~1]).

Cl' Frame bundle on UGM

Definition (1.15). Let U e UGMP . A frame ~ of U is a basis of

u
~ = (....• ~p-(3/2), ~p-(1/2)}

such that for 3~O E lh and ~~ ~ ~O' ~~ e F~-(1/2)U - F~+(1/2)U and

~~ E e~ mod F~+(1/2)U. (Since the topology of U is discrete, all

vectors in U can be expressed as a linear combination of a finite

number of vectors in ~.) If we express ~ with (e~), then we have

~r = eV~vr (with Einstein's notation) VE Zh, reZh<p
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or in a form of matrices

~ r =v

. 1

---~:~~j---~--- p-l/2
J?+1/2

r~······ p-3/2 p-l/2

We denote by FUGMP the set of all frames of elements in UGMP. The

natural map n : FUGM ~ VGM is holomorphic.

Definition (1.16). Let GL(zh<p) be a group of semi-finite

matrices of the form

o

=
•

s~ •• • • II1II ..

det A öd 0

p-3/2
p-1/2

p-l/2

For an element A e GL(Zh<p) as above we define det(A) = det(A),

which is easily seen to be well-defined. We define

SL(Zh<p) = {A E GL (lh<p) : det A = 1 } •

The group GL(Zh<p) operates on FUGMP from the right as foliows;

(~A)r = !:sa
s

r A = (as
r ) E GL (Zh <p) , ~

r P= (~ )reZh<pe FUGM ·

Proposition (1.17)

1) n: FUGMP ~ VGMP is a principal GL(Zh<p)-bundle,

2) ~p 3 FUGMP/SL(Zh<p) ~UGMP is a principal ~*-bundle.

Definition (1.18). Let GLf(Zh) be the group of invertible linear

transformations g: g(e~) = eVg ~ of V such that g ~ = Sv~ except for av v
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finite number of ~, v's:

o

o

invertible:(l+~)-l =

Also P = (1+~;~ e F1End(V)} is a group since any element 1+~ E P is
CJ:l

2 (_l)n~n. An element g e P_ is represented in
n=O

the following matrix form;

(g IJ) =
V

*
We denote by GLf(Zh) the linear transformation group on V

generated by GLf(Zh) and P . Any element g in GLf(Zh) can be

expressed aa

• 1 0
1

(g u) = *- *v .'
., .

1 1

Proposition (1.19).

1) The group GLf(Zh) acts on FUGMP from the left transitively.

2) The action of GLr(Zh) is commutative wi.th the action of GL(Zh<p):

(g~)A = g(~A), rar ~g e> GLf(Zh), ~A e GL(Zh<p)' v~ E FUGMP.

3)GLf (Zh) acts on ~p and UGMP.

Proposition (1.20) (Bruhat decomposition) ([S.N.]).

1) For ~P e Z and ~Y e ~, UGMP,Y: (U E UGMP; Y(U) =. Y} is a loeally

elosed subspace cf UGMP, and P aets on each UGMP,Y transitively.
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2) VGMP = II UGMP,Y ;disjoint union (Bruhat decomposition).
YE~

3)VGMPt~ is an open dense subset of VGMP whose complement is

of codimension 1 in VGMP. We call this ~ubspace UGMP,~ the big

ce~t (in VGMP). We denote UGMO,~ simply by UGM~.

We denote F 1End(Y) by ß which is the Lie algebra of P . Note

(1.14) lifts to

<.p '-1---.. ~(<p)

the Lie antihomomorphism a in

~ : ~ • HO(~, 8)

that in ~

In general it is necessary to " subtract an infinity" when we

lift the action of ~ E End(V)-~ to that on ~. This procedure will

be treated in §3.

D)Fock space (Semi-infinite form)

(1.22) For each Maya-diagram M = ( .44 ~(p-(3/2» ~(p-(1/2») we

denote by e M or I~> the symbol

e~(p-(1/2»A e~(p-(3/2»~

We consider also finite permutations of ~(v)'s, under which e M is

multiplied by ±1 as usual.

Definition (1423). The Fock spaoe (af charge' p) is a direct

product

, = Tl (e
M

p MeH ..
p

and the whole Fock space is

, = Ei 'p.
P

We define two fundamental operators on " the charge operator

and the mass operator as

= pa if a e 'p'

= da if a = e M
with d(M) = d.

They commute each other ([Ja, M] = 0). If we set
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we obtain

Note that

'p(d) = m (e
M

,
x(M)=p,d(M)=d

and it is of dimension p(d) (cf.(1.7)).

We define moreover the energy operato~ as

1 2
LO = 2"'10 + M.

On 'p(d), La is a scalar operator; La = (~p2 + d)id.

We introduce a complete Hausdorff linear topology on 'p by the

filtration Fd(,p) =dV>d 'p(d'); "'2 Fd(,p) 2 F
d

+
1

(,p) 2···.

(1.24) For a Maya-diagram M as above we define the (dual) symbol

e M = ... A e~(p_(3/2))A e~(p-(1/2))

which is also denoted.by <MI.

Then we define the duaL Fock space as a direct sum with discrete

topology:

7J = e (eM•
MEHp

We can call it "dual' since we have a continuous bi-linear map

< > : 7J x ,. (

tU W

(e
M

, e N) <MIN> ~M
N

t---+ = ,
by which ~ and , are topologically dual to each other (with discrete

topology on ().

Any element a in ~ can be written as
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~ - I Ma = ~<eM cx>e'
M

(1.25) We set

Ip>

<p I = ep-(3/2)~ e p -(l/Z)
--p+(3/2) --p+(1/2)e ~ e .

Then 'p(O) = tlp>.

Proposition (1.26). The group GLr(Zh) acts (topologically) on ,

by

G = G[g]:

llJ
e"dp-(1/2»~ eJ.1{p-(3/2»" ...

~ g(eJ.1(p-(1/2»))A g(eJ.1(p-(3/2»)t\ .. 4

*ror g e GLr(Zh) where g(e )" .• 4 is understood according to the rules

of usual exterior algebra.

Proof. For each M E Mp
M M NG(e ) = ~ GN e

NeMp

where G~ = <eNIG(eM
» = det((av(a)~(8»a<p,8<p)

-with M = (44·~(p-(3/2) ,u(p-(1/2»}, N = (···v(p-(3/2» v(p-(1/2»}.

Since g belongs GLr(Zh), the determinant of the infinite matrix is

weIl defined. I:

Corol·lary (1.27). The group GLr(Zh) acts also on ~ as cr = IT[g] e

End(J) with the condition that

<IT(a) IG(ex' » = <0:10: 1 >

Remark (1.28). One can write rr(a) explicitly as above by using

the matrix representation of g-l.
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E) Plücker embedding

(1.29) We consider ~ = {···t~p-(3/2) ,~p-(1/2)} E FUGMP . Then we

see that

Hence we obtain a holomorphic map

'p .

Proposition (1.30). For ~ E FUGMP and A E GL{Zh<p) we have

rd ~A) = de tA· ( ,,!;) •

Corollary (1.31). We have a commutative diagram cf holomorphic

maps

ürn1P , x
P

pJ. J.

VGMP P , P(~p)

with which the action of GLf(Zh) is compatible,

projective space 'px/~* associated with 'p.

Definition (1.32). The map P:UGMP ~ P('p)

P~ücker embedding of UGMP in the Fock space.

is called the

the

Theorem (1.33) ([S.S.] [S.N.]). 1) P is injective and dPU:

TU UGMP ~Tp(U)P('p) is also injective for Vu E VGMP.

2) The image of P is a closed submanifold in P('p) defined by

the Plücker relations.
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§2. Moduli cf Riemann Surfaees and Line Bundles

(2.0) In this seetion we prepare geometrie framework of our

theory. The key idea, due to [B.M.S.l, is to introduee an apparently

redundant parameter, a (formal) loeal coordinate, which leads us to

work on infinite dimensional manifolds such as the moduli space of

loeally framed Riemann surfaces. Generalizing [B.M.S], we eonstruct

moduli spaces to include Picard varieties, in order to realize

current operators in our geometrie settings. The theory then becomes

more natural by this generalization. This gigantic moduli space,

which we cal1 the Weierstrass system, can b~ embedded inta UGM, and

is later identified with the space of physical vacua.

A) Field of formal Laurent series

(2.1) Here we fix a number of notations concerning universal

coordinates.

! = q: ( ( t) ) - =- { ~ .an ~ n
.n»-cD

Laurent series,

an E (}:the field of formal

cD
8 = ([[~]] = {~ an~n} :the ring of formal power series,

n=O
CIaI

m = t~ = {~ a t n } : the unique maximal ideal of ~.
n=l n

(2.2) In ~- we define a decreasing filtration satisfying

the properties in (1.1) by

n4!J cD' k
F A = {~ akt }.

k=n

This filtration is the one induced from the unique (non-archimedian)

valuation v: ~ ~ I = Z u (w} with v(t n ) = n as

nA> -1FA = v ([n, cD]).

. We have moreover
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o . 1
F ~ = ~, F R = ~J FnR = mn

(n > 0).

(2.3) Le~ GO = Aut((~} be the group of automorphisms of ~ as

C-algebra, which we call coordinata t~a7l3iormation3. We have a

natural bijection:

Go ra - ~2

W W

qJ I I <,o(~} = bl~ + b2~2 + ••• J b 1 ~ O.

Let Gn (n~l) be the subgroup of GO consisting of ~Js with

(n(~) = ~ +'b ~n+l +.... ~ '.:=' n+l:='

(2.4) Consider ~* = ~ - a = (0 = a O + alt + ... ; a O ~ O}.which

. acts on ~ by multiplication. We eall the elements of e* gau~e

6*transformations. Denote by ~ the subgroup of elements 0 withn
n

o = 1 + an t + ••.•

We define asemidireet product group ~O = GO x ~* by

6*.eommuting relation~ (p°a = <,o(o)~<,o for qJ EGO' 0 E G

Then 110 acta on ~ aa (-linear endomo.rphisms by (CIJ, a) ( f) = <,0 (a· f)

Note that ( <,0', 0) is uniquely determined by its values at 1 and t · We

set moreover tr = Gn x ~*, Then 111 i9 a normal subgroup of tro·. n n"

( 2. 5 ) Let ~ Der(K) tt d be the Lie-algehra of derivations= = ar on

~" Define its filtration by

Fn~ = ~ = {~ E ~: Fm~ ~Fm+n ~ } = ~ t n +1 d
n ~

•..•• ~ S ~ S 1 ~ ..•..
- n - n+ -

Proposition(2.6)

1 )

2 )

[tSn ' Sm] ~ tSn +m'

dim lin/lSn +1 = 1,

3) {Sn (n ~ -1) is a subalgebra of {S.

Note that {in = Lie Gn for n>O but {i_1 does not correspond to any
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holamorphie Lie group. We denote ~O = ~, ~1 = ß_ in the following.

(2.7) Let ~ = 2 1 (K) - K d + ~ be the Lie algebra of differential- ~

operators of order< 1 on ~. Then it satisfies the following

commutation relation for ti~ + si E ~ (i = 1,2)

[ 1 d + 'r d + ](..1 CI'f sl' (..2 ~ s2

(
d~2 dz'l)d (dS2 dS 1)

= ~1 crr - ~2 crr il'I + 2,1 crr - z'2 crr ·
Define its filtration by

Fng = tr = ,f D En L

••• ~ ~n 2 tt"n+l ~

Proposition (2.8).

1 ) [1t'n J trml S tt"n+m

2 ) t"n (n ) o) is a subalgebra of tr-
Note tha t 'tt"'n = Lie trn (n )' o) • In the following, we denote '3r'O = '3 s 1.1

and ~1 = ~ = 13 Ei ZI where 7J = Lie ~* = tt' and 7J = Lie ~* = ~.- - 1

algebra ~O acts on 8 as

dfCI! + sf.

exp?nential map exp:~o ~ 110 ~ending

Remark (2.9) The

cl
(Z crr + s) (f.) = ~

Proposition (2.10). The
D . '

D E 1rO to e E ~O is well-defined and surjective, and it induces a

bijection exp:~l ~ ~1.

-1 .Remark (2.11). Later we use mainly a coordinate z = ~ (1.e. K

= ((z-1») to adapt our notations to the convention in physics.

Since z~ = -~~J the feature of 5 does not change much:

~n = Cllz- 1 ]]Z-n+l daz
tr

n
= ([ [ z - 1 ] ] z - n+1 ~ $' 4: [ [ z -1 ]] z - n

B)Riemann surfaces and their Picard varieties
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(2.12) We recall some elementary nations on Riemann surfaces.

For details we refer the reader to [Si.], [F.K.].

(2.13) Let R be aRiemann surface of genus g ~ 0 and K = K(R)

the field of meromorphic functions on R. Note that K determines R

uniquely up to isomorphisms.

Let Q be a point on R. Denote by ~Q the ring of meromorphic

functions on R which are holomorphic at Q. MQ is the unique maximal

ideal of ~Q consisting of meromorphic fuctions vanishing at Q.

There is a valuation vQ at Q in K s.t. vQ(f) = the order of zero

at Q = - the order of pole at Q , which defines a filtration {F~K}

in K. This vQ determines a point Q with the relation

00 = If E K v (f 2 ül.e furtLer define t Q = t~m K/a~+l~Q (tLe

completion of K with respect to ~Q-adic topology).
, 0

Definition (2.14). We denote by A(Q) = A(R, Q) the space H (R,

~(*Q» = (f E K;holomorphic except at Q}.

This is a subring in K s. t .. A( Q) n ~Q = (:1., It has a fil tration

(FnA(Q)) induced from {F~K} in K.

(2.15) More generally let Z be (a sheaf of germs of holomorphic

sections of) a line bundle on R, ZQ the vector space of meromorphic

sections cf ~ which are -holomorphic at Q. Note that ~Q is an ~Q-mod~le

,free of rank 1.

We denote by HO(Z(*Q» the space of meromorphic sections of Z on

R which are holomorphic except at Q. It has a filtration:

m 0 0F H (~(*Q» = {f E H (Z(*Q»: order of zero at Q > m}, meZ.

In particular we set:

B(R, Q) = HO(R, 8(*Q)} = (meromorphic vector fields,
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holomorphic outside Q},

B(R,Q) = (v e B(R,Q); v has a pole at Q},

where 8 is the sheaf of germs of holomorphic vector fields on

R. Note that B(R,Q) = B(R,Q) in ease the genus of R > 1.

(2.16) The set P = Pic(R) cf holomorphie line bundles on R has a

natural strueture of an abelian Lie graupe Its eonnected cemponents

are parametrized by the degree cl (i.e. the first Chern class) er the

Euler-charaeteristic x:

p = II p(d)
deZ

= II pX, X = cl + 1 - g.
xel

The connected component p(O) af 0 (i.e. the trivial line bundle) i9 an

abelian variety J = J(R) called' the Jacobian variety af R. If we

choose a line bundle ~1 E p(1), we have an isomorphism cf graups

J(R) x I ~ P sending (Z, d) to Z8~18d (with the convensiop:

~!(-1)= Zr where Z~ de~otes the dual of Z).

P has a canonical involution (charge conjugation) *:pX ~ p- X

sending l to QeZ~ where Q (= SV) i8 the co tangent bundle.

C) Formal uniformization

(2.17) Let R be aRiemann surface. Denote by ~ the set of

isomorphisms (as ~-algebras) u:~Q ~ 8 = ([[tll (2.1) with Q E R

where ~Q denotes the completion ~ GQ/mQ
n +1 of ~Q. A specification

n

of u is equivalent to give a valuation-preserving (-algebra

homomorphism ~Q ~ ~ .• If moreover the image of u: ~Q ~ ~ is contained

in the subring of convergent power series G c ~, then the

specification of u i9 nothing but to choose a holomorphic coordinate

at Q. Since K i8 the quotient field of GQI u: ~Q~~ induces an
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injective (-algebra homomorphism u: K ~K which preserves the

valuations and further induces an isomorphism u: ~Q~~. Such u is

called a fo~ma~ uniformization at Q.

There is a natural surjective map ~ : ~ ~ R sending u to Q.

This ~ has a canonical structure of an infinite dimensional

complex'manifold as a projeetive limit of finite dimensional

. R(n)- ( .1f'I / n+1 - 1It/l.'tn+1)ones . - un . uQ tlQ ~ ~ m •

On R the group GO = Aut~(~) acts (from the left) as u ~ ~·)u far ~

eGO' U E R. With this action R beccmes a (holomorphic) principal

fibre space over R with GO as fibres. For n ~ 1, R(n)~ R becomes

a principal fibre space over R with G(n) = GO/G
n

as fibres, and

~ = lim R(n) G = lim G(n)
t- '0....-n n

(2.18) Let (R, (a,8» be a (homologically) marked Riemann

surface with a canonical basis {al' .. ', a g , 8 1 , ••• , 8g } cf H1 (R, Z)

( i . e • ( a.;, 8J') = ~ i ., (a·, a·) = (8·, 8 .) = 0)., (R, (a J B» and• J ~ J 1 J

(R',(a',8"» are isomorphie if there exist an isomorphism f: R ~R'

s.t. f.(ai) = ai ' f*(8 i ) = 8i (f*: Hl(R) ~Hl(R'.». Denote the set

of isomorphism classes of (R,(a,8» by 1 9 . It admits a canonical

structre of a complex manifold of dimension 0 (g=O), 1 (g=1), 3g - 3

(g~2). We cal1 this 19 ,the Torelli space.

On *1 g the modular group M' (=Sp (2g, Z)) aets properly

discontinuously (as base changes in H1 (R,Z) ) and the quotient space

~g/M is isomorph~c to the coarse moduli space ~g of Riemann surfaces

of genus g (i.e. the set of isomorphism classes). Over 1
9

there i5 a

universal family of Riemann surfaces n:Gg ~ ~g where

tlg = U R
([R],(aB»E 1 9

See Fig.l.
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What we need here essentially is that the tangent space T[R]~g

of 1
9

at [R] is canonically isomorphie to H1 (R, SR) via the

Kodaira-Spencer map [Ko.]. Then for any Q E R the tangent spaee of gg

at Q is eanonically isomorphie to

TQGg ~ H
1

(R, ~QSR) : H
1

(R, SR(-Q»), (g ~ 2),

TQ~g/TQ(Gg/1g) ~ H
1

(R,mQ8 R ) : H
1

(R,SR) (g : 0,1)

where TQ(Gg /1g ) is the tangent space at Q of the fibre cf n: Sg ~ 1
9

.

For the universal family cf Riemann surfaces n:~g ~ 1 9
the union of ~; ,: U ~ (resp. R(n); G(n): U R(n) )

.g ([RJ,(cxB»E"g g ([R],(cx,8»E1g

constructed above admits a natural structure of a holomorphic family

- • A (....". (n) )
~ . ~g ~ Gg resp. ~n. Gg ~ Gg

which are again fihre bundles with structure group GO (resp. G(n».

For convenience we set s~O): Gg . Then we have

T(Q'Un)(G~n)/Auto(R) ~ H1(R, BR((-n-l)Q») (n ~ 0).

For each data X : (R, (a,B) ,Q"u:ltQ~tt) E t:g , we define a ('-subalgebra

of f~ A(X), by uA(R,Q) and Lie subalgebras B(X) and §(X) of Der(R) :

K~ by uB(R,Q), u§(R,Q) respectively (cf.(2.14),(2.15».

Proposition (2.19) [B.M.S.l. 1) We have canonical

isomorphisms:

H1 (R, BR) ~ Der(t)/(~~ + ~(X»

H1 (R, BR«-o-l)Q» ~ Der(~)/(~ ~n+l~ + g(X»

at X : (R,(aB),Q,u) e 'g (0 ~ 0).

2) In the limit (n ~ ~) we have

TXBg ~ Der(~)/B(X)

which induces' a commutative diagram of short exact sequences:

~o
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°
l}

Der(tt)
B(X)

l~

Der(~) ~ °
"~h- + B(X)

where Teg/ag is the set of tangent vectors along the fibre of 00.

3) The above isomorphism defines a Lie anti-homomorphism

6 : ~ = Der(~) ~ HO(Cg , 8t )
g

whose restrietion to ffi O caincides with the ane induced from the

action of GO

. 6 Gi O ~
d ~ HO(t}g' 8t ) .= ~~ g

4 ) For 'VX E 'g the following diagram is commutative:

~-1

J
--------_l TX(~g/~g)

J

p :" =g

6X ~O TX(tg/Gg )

Remark (2.20) For 'VZ E ~, 6(Z) is a holomorphic vector field on

~, and for 'VX E t g , TX~g is spanned by {6 X(Z), L e ~ }. In this sense

we say that the triple (tg~ ~, 9) is an infinitesimally homogeneous

space ([B.R.]) .

.D) Formal trivializatian

(2.21) We still consider the family af Riemann surfaces in

(2.18). The union af Picard varieties of fibres farms a holomorphic

family of abelian Lie groups:

U P(R)
[R]E"g

It decompases inta connected components as

"g = II ,,( d ) = ll'x ( cf. (2. 16 ) ) .
del g xeZ g

The fibre product ~g = Gg ~ 'g is t~e set af tripies {(R,(a,8),Q, ~)
g

with Q e R, ~ e P(R)} and by projection we have a commutative diagram
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2Q lli zQ/
n+1

~Q'= mQn

2 ) The space t g is a

Q E R, J! E P(R), u:~Q

set of quintuple8 (X, L) = (R,(aJß),Q,ZJu,t);

~ &, t:~Q ~ ~} where ~ i8 a formal

uniformization (2.18) and t i8 au-linear isomorphism cf modules

(i.e. for f E ~Q and s e t Q, t(fs) = u(f)t(s» called a formaZ

triviaZization or forma~ gauge fixing of ~ at Q. This t i8 determined

by the (formal) section ~ = t- 1 (1) which i8 a (formal) generator cf J!

at Q.

For a given data (RJQ,Z) with aRiemann surface H, Q E Rand Z E

P(R) we denote by K~ the (-vector space of meromorphic sections

of ~ which i3 a free K = K(R)-module of rank 1. We further define

~~(KJ!) = {2; K~---+K~, (-linear map s.t. 3rr e Der(K), for 'V r e K, "'CI e

K~; D(f~) = rr(f)~ +- fD(~)}. We then obtain the following exact

sequence:

0 K i . 1 n
J- Der(K)~O.J ' 2 K(KZ )

For K, i (g') 1 1s defined by i(g)(~) for 'f<p e KZ 'g e E' 2K (KJ!) = g~

and for 1 n(D) = tr.D E 2 K (K~) ,

We. next define the Lie subalgebras of 2~(KZ) by

B(R,Q,~) s {D e 2i(KZ) ID: HO(R,J!(*Q»~HO(RJJ!(~Q»}J

B(R,Q,Z) = n- 1 (B(R,Q».

Proposition (2.23). With the notations above we obtain the

following commutative diagram of the ahort exact sequence:
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0 0 .0

1 1 1
0 ,A(R,Q) I B(R,Q,l!) IB(R,Q) :-0

1 1 1
0 K 1

Der(K)~O2K(KZ ) I

We further define lt.l JQ
l' K / n+l which is free- ..2:..!!!. !! lllQ ZQ' a

n

RQ-module of rank 1. The following relations hold naturally:

~Z,Q = K.; lQ ~ ~Q ; ~Q'
Q Q

We have natural projections P:tg ~ ~g' ~g ~ eg which form a

commutative diagram of holomorphic maps

~g I 'g
pI IZö
~g I tlg

1 In'
"g p

I "g
Like t g this ~g also is- a projective limit of finite

dimensional eomplex manifolds. ~g is a disjoint union cf eonneeted

.eomponents ~i·eaeh of which lies over ~i r~speetively.

On t' the group ~O (2.6) aets (from the left) as (u, t) ~ (~ou,.g

6*. •~(a4t» for ~ eGO' a e ~ With this action ~g becomes a (holomorphic

principal-homogeneous space over ~g with ~O as fibres4

Definition (2.24). Denote by P(!g) the' projective space

. * * *assoeiated with ~g on whieh ( aets by ( c ~ . This is equivalent to

eonsider the formal trivialization up to constants. We can take the

quotient since ~* is contained in the centre cf ~O. This spaee is what

we are mainly concerned with.

For each data (X,L) = (R,(a,ß),Q,Z,u,t) E ~g' u-linear (u:' ~Q~~
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isomorphism t: 2Q ---~Q induces u-linear (u: RQ ~R) isomorphism t:

~Z,Q~R. Then each element D E ~~(K~) defines t(D) E ~l(K).

We then define a Lie subalgebra of ~l(K) by B(X,L) = {t(D); D E

B(R,Q,Z)}. From Proposition (2.23) we obtain the following exact

sequence:

o ---+, A(X) ---+1 B(X, L) ---+1 B(X) ---+10 •

For (X,L) E ~g we denote the c~rresponding element in p(1g ) by

«(X,L».

Then in the same way as (2.19) we have the following.

Proposition (2.25). 1) There is an isomorphism

T«(X,L»P(~g) ~ 21(~)/B(X,L)

which induces a commutative diagram of short exact sequences

~O

*p T(Q,Z)~g ---. 0

J.

f)1(~) .

B(X,L) + 53 + tiB(X,L)o~

2) The above isomorphism defines a Lie anti-homomorphism

whose restrietion to ~O = B + ~ coincides with that induced from the

action of ~O on ~g:

9- : ~O

(Again (P(!g)'~O,9) is an infinitesimal homogeneous space in the sense

of Remark (~.20».

E) Embedding of Weierstrass system into VGM.

(2.26) Recall that M = Sp(2g,Z) acts on the Torelli space ~g

(2.18). It is easy to see from the construction that the action of M

lifts to that on ~g etc. and is compatible with the diagram in (2.23).
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We can take the quotient 19 = P(~g)/M. This moduli space ~g of framed

and gauged Riemann surfaces is called the Weierstrass system (of

genus g).

(2.27) We define a map

r P(~) I UGM(K)

sending (X,L) = (R,(a,ß),Q,~,u,t) to t{HO{R,Z(*Q»)) c ~', which is

seen to be well-defined and holomorphic. In ether words the image is

the set of Laurent series expansions of meromorphic ~ections of ~

holomorphic outside Q by means cf the chosen (formal:) coordinates and

gauge. r can be regarded as the period map ef P(~g)' Note that the

period damain UGM daes not depend on the genus g.

We have the main theorem in this seetion, which cerresponds

to Torelli's theorem for the Weierstrass system.

Theorem (2.28).

1) r maps P(~X) into UGMx .

2) The value of r does not change under the action of M, henee

we have a holomorphic map

F : 'g = P{!g)/M I UGM(t).

3) r is injeetive for g > 1 (for g ~ 1, replace M by. M x Aut(R».

Namely U = t(HO(R, ~(*Q») c ~ determines the data (X~L) up to

isomorphisms. and sealar.

Prooj. Only the last statement 3) is non-trivial.' We have

however

K = K(R) = [f/g E K;f, g E U}

and

A(R,Q) = {h E K;hU cU}.

Henee R is determined by K and Q by A(R,Q) sinee we have
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~Q = {f/g; f,g e A(R,Q') , vQ(f) > vQ(g ) }-
(vQ(f) = max {n; f E Fn

} )

On the other hand, as R - {Q} is affine, sections in HO(Z( *Q))

generates ZQ" Q' ~ Q and ZQ is characterized as

{f E HO(Z(*Q)) 8 K ; vQ(f) ~ O}
A(R,Q)

{considered as Z c K~ (constant sheaf)). Sinee A and U are already

contained in ~, the formal uniformization and the loeal .

trivialization are also uniquely determined (up to sealar).

Theorem (2.29). For each pair (X,L) E ~g and ((X,L)) E P(~g)'

1) the following diagram is commutative;

End(r)

19
r*

T«(X,L»P(tg)~ TU(X,L)UGM ;

2) for each ~ 3 D, the holomorphic vector field 9(D) on ~g is

modular invariant,

y*9(X,L) (D) :: 91'(X,L) (D)

3) (the 10ea1 Torelli theorem) the map

for y e M;

r*; T((X,L»P(~) ~ TU(X,L)UGM

is injective if g > 1 (in general Ker r* :: B (X,L)/B(X,L».

Proo/. 1) and 2) are trivial from the definition of 9. We prove

3). From Proposition (2.25) we have a natural

identification: T((X,L»P(~) - i
1

(K)/B(X,L). For a given

D e 21(~) the element

r*(D), e TU(X,L)UGM =HOm~(U(X,L).~/U(X,L»)

is represented by the map

f*(D): U(X,L) ~~ ~~ ~~/U(X,L).
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o
If we assume r*(D) = 0. then we recognize that D: H (R,Z(*Q») ---

HO(R,~(*Q») since U(X,L) = tHO(R,Z(*Q») where we have omitted the

symbol t. On the other hand K = K(R) is generated by {~/~; ~.~ E

HO(R,Z(*Q».~ ~ O} as a ~-algebra. Considering rr = n(D) E Der(K), we

obtain:

belongs to Der(K). On the ether hand

°K
Z

= K e H (R,~(*Q», hence we have
A(R,Q)

D: K~ ~ KJ! ' in ether words D E 2~ (Kj!). From the 'condi tion

D: HO (R. Z ( *Q» ----+ HO (R, J! ( *Q» we reach the resul t D E B (X). I

rr(~/~) = (D~)~ 2 ~D(~)

CI

Since D(CI),D(~) E HO{R,~(*Q», rr

°D preserves H (R,~(*Q» and

F) Sectiens cf spin j.

(2.30) For je Z we have a,sectiqn Gj:~g ----+ 'g sen~ing [R] to
ej ,

([R]. QR ), where QR is the canonical sheaf (or the sheaf of

holomorphic farms on R). Note that the degree of QR8j is equal to

2(g-1)j, hence the Euler-characteristic is (2j-l)(g-1).

This section lifts to 8j :Ig ~ t g (calied of spin j) since u:~Q ....

einduces (du) j : Ö' .9J .... ~'sending f ( du -1 ( t ) ) j to u ( f) •
R,Q· .

(2.31) Now we want to define such section for j e }Z.
Using the theory of Riemann constant for each (H t (at B» E ~g' we can

canonically associate a line bundle Z6(R,(a,ß» = Z6 s.t. z~ = QR

'. (2j-1) (g-1)[B.M.](A-G.N.V.]. Here we def1ne Gj' ~g ~ 'g , as

Gj(R,(a,8» s (R,(a,8),z~j). We define the following formal

triviarization jQü ; ~6,Q~eQ with (Jttü)2 = du: (~6,Q)2 = 6Q ~~,

which is determined up to constants ± 1.

For j e iz with an identification n4 = ~~j we define a mapping

8
j

; 'g ----+ p(~~2j-1)(g-1», by
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. Then we have a commutative diagram

,.. tlg
p(!t(2j-l) (g-l))

(7. ~

J g

J, J,

a· 1 9
~

,(2j-1)(g-1)
J g'

We define the fol1owing eomposite holomorphic map

r 0 8'. : C
g

• UGM ( 2 j - 1 ) (g - 1 )
. J

whieh we call the modu~ar embedding of spin j.

Proposition (2.32). For je iz and a seetion

s. Der(ß:) I 2 1
{tt)

J

UJ UJ

f()d .df()t ~ + Jar t ,

a

we have a commutative diagram

_......;;.8_-+1 T ;
u

lU3'j)*

T( (u,t
u

) )P(:t)

~where horizontal arrows are defined in (2.19), (2.25).

We are mainly interested in the ease j = i. For simplicity

°we denote 91/ 2 ; tg~P(! ) by 9'.

(2.33) By using the period matrix Q, the jacobian variety J

of R ean be expressed as the quotient cf (g by a lattiee L =
2 .

(lg,Q)Z g of rank 2g through the identification of , =
Hom(HO(R,QR)'() with (g. For an element c = t(C

1
, .. ,C g ) E (g, the

corresponding element c E 1 satisfies c(~i) = ci. Choosing a point Q
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E R, we have an embedding I Q R I J, P I dJ~ CD i ) mod L.

(2.34 ) For c E ~ (= (g) denote by 'L the line bundle of degree °c

on R corresponding to c mod L in J. The section of :e can bec

identified with the space of multiplicative functions on R

(*) (f:~ ~ ~;f(p+tma+tn8) = exp(Zn;=rtnc)f(p), m,n E .zg}

where ~ is the maximal abelian eovering of R. Moreover a

multiplieative funetion on ~ ean be eonsidered as a multivalued

meromorphic function on R. This implies that for Q E Rand c E 1 we

have chosen a Ioeal trivialization Sc

identifieation.

Denote by 1
9

(= (n*QgI1)v) the family of universal coverings of

J(R)'s, which is a vector bundle on 1
9

of rank g. The dual basis of

{~i} gives the trivialization of vector bundle n: 7g ~ 1
9

;

We set

i g (7) a t g x r = a set of data (R,(a,B),Q,u,~c)

,.g -.

and define a map Öl/2: 4g <J) ~ p<t(O» by

a = Cl/2: (R, (a,B) ,Q,U,i!c) I <R,Q,~~e5!e,u,±fiIüe(u,)sc»

with s defined above.
c

Proposition (2.35). 1) The following

t
g

8 .P(!O)

s~~~io~ /3'
t g (1)

diagram is commutative

2) The following action of vector fields are compatible:
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where a(~) acts on gg(~) = 'g x 7 to its first component only.
"g

(2.36) Define the actions of Z2g and the modular group M on ~(1)

as foliows:

1) Z2 g
3 (m,n) aets on eg ()} ~ t g as a fibrewise transformation

b y e -----+ e + Qm + n.·

2) The modular group M aets on Bg ()} as

y(X,c) = (y(X),t(CQ+D)-1 c ) for y = (~ ~) E M.

Proposition (2.37). With the above notations, the map 01/2:

t g (7) ~ P(!~) is invariant un~er the action of M
6

= M~ K Z2
g

, where

M~ (= M n r(2,4» c M is the subgroup of transformations which

preserv the Riemann constant ~ (cf.§5,C».
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§3 Fermion Fock Space and the Second Quantization

(3.0) The main object of this section is to extend and lift the

infinitesimal action of End(V) on VGM (ag holomorphic vector fields on

it ) to the whole diagram

UOM
1

UGM

qX
I J

1
--_P_-_l iP (, )

where P is the Plücker embedding (l.31).

Here we encounter the difficulties of divergences coming

essentially from the infinity of the dimension of VGM. We use

a procedure of regularization (a technique of normal ordering,

cf.C)). In fact what acts on , is not End(Y) itself but its

non-trivial extension by al-dimensional center. This phenomenon is

what physicists call anomaly. The Virasoro algebra

and the current algebra appear as fundamental suba~gebras of this

extension (cf. D».

A) Fermion Operators

Definition (3.1). i) The associative algebra with 1 generated by

'~~' ~~, ~ e Zh, with the relations:

[.;~,~v]+::; [~,.,.,~v]+::; 0, ,[t;~,~v]+::; ~~+v,o

for V~,v e Ih, where [A,B]+::; AB + BA;

(i.e. the Clifford algebra) i8 called the fermion operator a~gebraJ

which we denote by d.

We define actions 'cf ~~J ~,.,. (= ~-~) on , and ; as follows:

~' = L ~~ = eJJ." (1eft action on :1) ,,
~ 8e~

.;~ = e -~ = L (right action on ;) ." ,1/1
~ 8e

~
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Then the above anti-commutation relations hold, i.e. A acts on 1 and

":.

We denote by W (resp ~) the vector space generated by {~ }
IJ

(resp. {~ }) (IJ E ZhJ and set ~ = W e ~.
IJ

Proposition(3.2). These operators satisfy the following

relations:

1) fo r 'V <u IE " Iv> E " IJ. E Zh,

2) for

<ul(\i Iv»
IJ.

<ul(~ Iv»
IJ.

'V pe Z,

= «ul~ ) Iv>
IJ.

= «ul~ ) Iv>;
IJ.

Vi !p> = 0 (IJ>p), <pl~ = 0 (IJ.<p)
IJ IJ.

~ Ip> = 0 (IJ.>-p), <pl~ = 0 (p,<-p)
IJ IJ.

where Ip>, <pi are charged vacua defined in (1.25).

Definition (3.3). We set

W = W+ 11 W~, w+ = fB et:VtIJ. W = 11 (~ ,
IJ.>O IJ.<O IJ.

~ = W+ $ W- , ~+ = $- (~IJ.
~' = $ (~ ,

IJ.>O IJ,<O IJ.

\1+ {ti - ~+,= E V; ~IO> = O} = w+ f:B

ft = {~ e ff· (Ol~ = o}. = W $ W .,

Elements of 11+ (resp. tf_ ) are called annihiZation operatoi"s

(resp. creation operators).

(3.4') In §1 the Fock space was defined as a semi-infinite

exterior produet (geometrie interpretation). There i8,. however J

another algebraic presentation of the Fock space by means of the

operator algebra d. This form is more convenient for concrete

calculations.

Theorem (3.5). 1) The following homomorphism of 1eft d-modules
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is injective and its image is dense:

---+I~

UJ
---tl alO>

2) The following homomrphism of right d-modules is isomorphie:

- , ~

UJ
---+,<Ola.

(3.6) The nation of "normal ordering",familiar to physicists

but not to mathematicians, is one of the most important techniques

in operator calculus. It ean be formulated mathematically as fellows:

We define a linear map (ealled norma~ ordering)

A V I A(~_) 8 A(~+) ~ ~

such that i) it is an isomorphism as 1eft A (V_l, right A(~+)

-bimodule, and ii) : 1 : = 1. Such a linear map e~ists uniquely.

Definition (3.7). We define the following fermion field operators

~(z) = 2 ~ z-~-1/2
lleZh JJ.

~(z) = ~. ~ z~JJ.-l/2
JJ.EZh JJ.

which are operator-valued infinite formal Laurent series.

Proposition (3.8).

"In the region Izl>lwl the vacuum expectation value of two operators

are weIl defined;

~ = <Ol'tt(.z)~(w) 10>
1

t(z)~(w) = z-w
,.--,

<Ol~(z)-;.(w) 10>
1

~(z)'i(w) =- z-w
,....---,

~(w)~(z),*(w) = = O.

We extend the defining domain of ~(z)~(w) from Izi > Iwl to

((*)2_ 6 = {(z,w) e (* x (*; z ~ w} by analytic continuation. The
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vacuum expectation value of general field operators <01 ••• 10> can

be defined in a simila~ way [T.K.].

Physicists know the following very·convenient formula for

calculations of fermion oper~tor algebra.

Theorem (3.9) (WickJg theorem).

= 2: (±) r:r ~i(Zi)~I(Zj) : TI ~(zk):
combo pa~rs rest

where _(z) = ~(z) or ~(z). The summation ~ is taken over all
combo

pairs in {zl,zZ, .. ,zN} and the sign ± comes from the anticommuting

relation of fermion operators (i.e. the signature of apermutation of

indices).

Definition (3.10). 1 ) Define the filtration on Wand Vl as

FmW = 2: {;,;SJ. = 2: {:,;
~>m ~<-m IJ

FmW' = :! C~SJ. = 2 (~
lJ>m IJ<-m IJ

. and introduce a topology on W by this filtration.

2) Denote by W (resp. i) the completion of W (resp. Vl) with respect

to this topology. Then we have

tr = r+ EI f =

1r = if+ $ Ir' =

Proposition (3.11).

isomorphism:

V - WI

V ~ if

2 } The bilinear maps

( •. (~IJ) $ ( EI (~IJ)

SJ.>O SJ.<O
( 3 (~IJ) EI ( EI (~IJ)

IJ>O IJ<O
1) There are filtration-preserving linear
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tr x ,

tf x ,

-----tot, (~, lu» ~I----~l ~Iu>

(~, lu» ~Iu>

are continuous on each variable.

(3.12) For a point U E UGM, we define U c V to be U~ = {f E

Hom(V,(); f lU = O}, and we use the symbol [V] for the image of U in

P('). The isomorphisms in (3.11) 1) define subspaces K'+(U) c Wand

'+(U) c tf corresponding to U c V and U c V respectively. The

following theorem is very important. (4,16)

Theorem (3.13). We obtain the following equalities.

1 ) W+(U) = {\k e W; "'lu> =

f+(U) = {\f e ir; ~Iu> =
2 ) [U] = { Iu> E ,; "'lu> =

and '1if E if+ ( V) } •

We call W+ (U) fJ ~+(U) aa a space

with U E UGM.

0, IU>E [U]},

0, 'lu>E [U]}.

~Iu> = 0 for '1~ E W+(U),

of annihilation operators associated

B) A Differential Operator algebra ~~ .

-1( 3. 14) Among endomorphisms. of K = 0:: ( (z ) ), we cons ider such

differential operators which form a subalgebra 2 z of En~(K), big

enough and easy' to treat. This restriction is only in order to make

concrete calculation easier, and all the results in what follows ean

be generalized to the whole End(K) in fact. The reader who knows the

theory of KP eqfuations eould remark that this 2 i8 nothing but the. . z

"Fourier transform" of the algebra of microlocal differential

operators & = ~[[t]]((a-l».

Definition (3.15). We eonsider the following differential

operators:
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ordz:~z ~ 2u{~} in the following way;
n d= ~ z an(az)' a m ~ 0

n<rn
if P

We then define a valuation

if P = 0

(i.e. ordzz = -1, ordz ~ = 0). Define a (deereasing) filtration on

~z by

Ii we introduee a topology on 2 z with this filtration, then ~z

is eomplete Hausdorff and the produet 2 z x 2 z ~ 2 z is eontinuous

(i.e. 2 z is a eomplete topologieal (-algebra) with respect to this

topology.

Proposition (3.16). 1) In ease ordzP = m for P E ~z' we have.

p : F~K F~+m K~

'2) The natural map (defined from 1)) 2 z ~ End(K) is injective

(and Gm2 c FmEnd(K) from 1».z

( 3 • 1 7 )- One ean rewrite d follows:P(z,a:z) aa

d
:2:

n d 2: k d
P(z,erz) = z an(az) = Z gk(zcrz)

n<m k<m

d
where gk is a polynomial of order at moat m-k with respect to zdz'

-With this representation ord (P) is given byz

ordz{P) = -min{m: deg gk ~ m-k far ~k E Z}.

Now we consider another valuation defined as

v(P) = - max{ k ; gk ~ Q}

d(i.e. v(z) = -1, v(zerz) = 0). Clearly we have

ordz ( P) i v ( P) ·

Proposition (3.18). The filtration on 2 z defined from v,

Fm2 z = {P E- 2 z ; v(P) > m}, is nothing but the one induced from
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the inelusion map ~z c End(K).

Proposition (3.16) implies that if aseries in ~z eonverges

w.r.t. ordzl then it eonverges w.r.t. V, but the eonverse need not

hold.

C) Seeond quantization and anomaly

l'
Definition (3.19). For P E 2 z we define the adjoint P E~z as

follows;

1 ) z l' = Z I (h) l' = - h,
2) (PQ)1' = Q~P~ far Vp,Q E ~z (anti-homomorphism).

cl
A differential operator ~=P(Z'dz)E ~z aets naturallyon the formal

parameter z of the fields operators ~(z),~(z).

For P e 2 z ' P and p1'are related as follows

fe;fz : (P,,; ( z ) )~ ( z) :' = fcod~ : ~ ( Z ) (P 1'\f (z » : ,

where J~denotes the (eloekwi~e) contour integral around Q.

Definition (3.20). Given P E 2 z ' we define·an operator ~(P)

aeting on , and ~ as follows:

.(P)· = 2~1 Jerz : (P~(z) )~(z):- = 2~1 fetz :t;(Z) (P1'~(z»:.

This proeedure is called the second quantization and this ~(P) i8

ealled the seaond-quantized operator corresponding to P. The naming

i8 justified from the next theorem.

Theorem' (3.21). 1) For P E 5'z'

[~(P), ~(z)] = P ,,;(z),

[lIt(P), ~(z)] = -p1' ~(z).

2) For P, Q E ~z'

[lIt(P), ~(Q)] = $( [Q, P]) + c(F, Q} id

where
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ealled the SQh~inger term.

Prooj. 1) From the eonvergenee of the operator product we see that

the contour should be chosen as follows;

lIJ(P)\i(z) 1 J dw :P~(w)~(w}:~(z)=
2n;=T G9 4Z -

~(z)II(P)
1 J dw ~(z):P~(w)~(w):=

2nJ=T o ,
Then we ean obtain the following relation

[~(P), ';(z) ] = 1 i dw : {p~ ( w) ) ~ ( w) : li{z)
2n;=T ~

1 hdW
,..........,

= P,;(w)~(w)~(z) = Pli ( Z ) 4
2n;=T

We can proeeed in a similar wa~ for ~(z) .

.2) The commutator of ~(P) and ~(Q) can be expressed similarly as:

[11 ( P), ~ ( Q)] = ( 1 ) 2 i dz J dw : ( p.; (w) ) \f (w): : (Q~ ( z ) )~ ( z ) :
2n.;::T 9 co (Z)

Using Wick's theorem far the integrand and taking the singular parts

into account, we obtain

(integrand) = :PW~i(W)~(W): :Qz~(z)i(z): +

:pw'i(w)i(w): :Qz~(z)~(,Z): + :pw""i(W}~(W): :QZ"'I(Z)·~(Z):.

Then the f i rs t two terms correspond to 111 ( [Q ,:P]) and the thi rd te rm

provides the Schwinger term c(P,Q).

Proposition (3.22) ([S.S.]).
. .

The bilinear map c: 2 z x ~z ~ ( enjoys the fallowing properties:

1 ) c(P,Q) = -c(Q,P};

k > 0, n E Z.

2 ) c(P, [Q,R]) + e(Q, [R,P]) + c(R, [P,Q]} =
k k+n 1 d k

3) far the basis U ::::I Z () E Öln - Kr erz' ;Uz

o ;
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- 1 ,

k
( k Z-) _ (l)k 1 Tl (+') 't

C u n ,um - - (k+L+!)!. n J u m+n O·
J=-~ ,

From 1) and 2) the map. c; ~z x ~z'~ ( determines a cohomology class

[cl E H2(~z'()' which turns out to be nonzero cohomology class.

D) Lifting af the action of ~z

.(3.23) Using ~(P) defined in Cl, we can lift the infinitesimal

action Q(P) on UGM to ~(P) on U~~, by defining it on ,x and by

checking that it preserves the image of UOM by the Plücker embedding.

Definition (3.24). For each P E ~z we define a vector field;

~(P) on ,x in the fallowing way;

EI Iu> (P) = !I'( P} lu> E T lu>'x

where lu> e ,x.

(3.25) Let L be a one-dimensional subspace of ~ and [L]

the corresponding point in P('). Similarly as (1.12) we have a

canonical isomorphism

T[L]P('} ~ Hom~(l,'/L}.

Then in the same way ag (1.14) we dafine a holomorphic vector

field 9(P} e HO(P('),S} for P e 2 z' as

9 U... ] (P): L" I~ cD(P) I'

For ~ and 9 we infer readily the following propositions.

*Definition (3.26). Let F ~B be a ~ -bundle. Then the action of

C* defines a holamorphie vector field E on F alang th~ fihre,

called the Eu~er operator. For ,x ~ pe,), E is nathing but the

vector field corresponding. to id: , ~, wi th the above description.

Proposition (3.27). Every ~(P), P e 2 z ' preserves the ideal'

of G, generated by the Plücker relation:

~(P)1 c: J •
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Therefore ~(P) (resp. 8{P») defines a holomorphic vector field an

UGM (resp. UOM). This 9(P) coincides with the one defined in (1.14).

Summing up, we have abtained the following main theorem in

this section.

-Theorem (3.28). Far P E ~z there are holamarphic vectar fields

D{P), 8(P) whose action is compatible with respect to the fallowing

diagram:
___I'X

1
e: UGM IP('),

where e on UGM is defined in (1.14).

Corollary (3.29). Far P,Q e ~z we have

['S'(P) , 1f(Q)] = 11( [Q, P]) + c(P, Q)E •

.E) Current and Virasoro algebra

(3.30) We observe that ~ = 2 1 (K} ,(2.7), is a Lie subalgebra of

2 . The operators ${P}, P E~, play the most essential rale in ourz

theory.

Definition (3.31). 1) The following operators corresponding to

scalar multiplications are called current ope~ators:

Then we call

J(z) = :~(z)~(z): =
the current operator.

2: J z-n-l
nel n

2) The following operators corresponding to derivations are

called Vi~a30ro operators (far spin j):

(j) n+ld n d
Ln = e(sj{z az» = .(z (zaz + j(n + 1»)
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= 1

2nJ=T
1for je Zl , n E 1 (for Sj see (2.32). Then we call

Tj(z) = :(l_j)d~~z) ~(z) _ j~(Z)d!~Z)

~ (j) -n-2= .G Ln z
neZ

the energy momentum tensor (for spin j-fields).

3) The Lie subalgebra generated by id and {Jn } (resp. Ln(j» is

called the cur~ent aZgebra (resp. the Vira30~o aLgeb~a). For j= 1/2

we omit the superindex j in the notation of Land T hereafter.

Formu~ae (3.32). From (3.21) we obtain the following fundamental

relations of these operators:

[Jn , J m] = n ~n+m,O '

[Ln(j), Lm(j)] = (n _Om)L (j)
n+m

[ L (j) J] = -mJ - ~ (2j -n 'm n+m,
n[Jn , ~(z)] = -z ,;(z),

[Jn , t(z)] = zn~(z),

[Ln ( J)" ~ ( z)] = zn (zh + j (n + 1» ~ ( z ) ,

[Ln ( j ), t (z)] = zn (z~ + (1 - j) (n + -1» W(z) •

Noreover between T(z) and J(z) there is an important relation.

Proposition (3.33) (Sugawara form of energy-momentum tensor).

1 ~ ( ) QT(z) = Z ~J .z)J(z 0

1 0J J 0 -n-2=7!" 2: -0 oZ
'm,nel m n-m

where: : is the ordering which transforms J n (n > 0) to the right

and Jn(n < 0) to the left (see §4,A».

Proposition (3.34). There exist unique maps:

~: l) ----+ HO el'g (:r> ,9) and ~ : ~ --.HO (p'(~~0 ) ) ,8)
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(holomorphic vector fields) s.t.

1) [tt'(l.),E] = 0 , '7~ E l§ or 'tr

2) Their actions are compatible, as indicated in the following

diagram:

[( (1") ----+1 1rJ'( t( 0) ) I lJetMO

it~ (J) \ 'Ir IP (;( 0) ) j__-+ u~~o
19:;; 19
l§ • ~

5 1/ 2

Proposition (3.35). By the above compatibility and definition

(3.24), i~ follows that

tf( ~) Ir'e> = cD ( s1/2 .. ~) I~c>

far "tre E ?rg (J) and "t~ E li.

This equatian plays an essential role in §7.
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§4 ~-function and Wave Function

(4.0) In this section we reformulate the Sato theory of KP

equations into a convenient form for our later use. We give skechy

but selfcontained proof here. More details about KP equations and the

related topics, see for example [Sa.][D.J.K.M.].

A) Bosonization

(4.1) We first explain one of the most fundamental principles of

two-dimensional field theory: fermion-bosan correspondence. The

fermion Fock space , is isomorphie to a corresponding boson Fock

space ~ define4 below and the operators aeting on these spaees have

also a well-defined correspondence.

The boson Fock spaee i8 defined"as the following vector space;

t o
~ = C[[t 1 ,t 2 , ... ]] 9 C[e ,e

= ~ 1tmmeZ

where ti's are' infinite number cf indeterminates. An element of R i8

called a boson state vector .. We define the degree and the charge as

follows:

deg t. = i
1

t
deg e 0 = 0

nt
charge t. = 0 (i ~ 0), charge e 0 = n.

1

then R decomposes into charged sector Rn (neZ), each of which is

a complete Hausdorff vector space by the filtration: FdR =
n

rr 1'- (dl) , Rn(d) = {f(ll) eRn; degree f(ll) = d}.
dl:::td n

Definition (4.2). We define a linear map B: ~ ~ ~ as follows:

BI 'f> = 1: ento <n Iexp l~ J t ) I 'f>
neZ =1 m m

Theorem (4.3}(Bosonization) [D.J.K.M.].
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1) The linear map B: , ~~ gives a topological isomorphism.

B: --:::':---IoI!l .

2) B preserves the charge and the degree

,(d) ~ l!t(d).
n n

(4.4) We define the following fundamental operators on ~

a =~ (n ~ 0), a = nt (n > 0), q = t o .n a~n -n n

The following relations can be easily eonfirmed:

[am an] = m öm+n,O

[am e q ] = e q
öm,O

whieh are standard bosonie eommutation relations.

The normal ordering: : cf these operators, a m and e nq , are

defined as follows:

l)Inside the symbol: ~ we put polynomials of an(neZ) and e q , and'

all the operators a snd e q commute eaeh other.
n

2) In ease the operators inside the symbol ~ ~ are in normal

order (i.e. all the creation operators (a (n<O), e q
) are

n

located to the 1eft of all the annihilation operators(an (n~O».) the

symbol ean be taken away and the remaining operators are considered

as those acting on R. For example :a a : = ~a a: = a a,n -m -m n -m n

for n,m > O.

Bach operator ~ on the fermion Fock space has the corresponding

-1
one ~B = B~B on the boson Fock space.

Introducing the following field operator which is familiar in string

theory;

a
n -n

Q(z) = q + aologz - ~ -- z
n~O n

and set for kel
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V ( Z)
- .) e k Q( z) .,k _.) ,~

(
CO) kto ( a co -na )= exp k 2 tnz

n
e exp klogzar - k 2 ~ ar

n= 1 0 n= 1 n

which we call a ve~tex operator of charge k.

Then we have the following:

Theorem (4.5){Fermion-boson correspondence) .

....B(z) = V_ 1 (z),

~B(z) :: V+ 1 (z),

JB(z) A(z) dQ(z)
2 -n-1

= = erz = anz
nel

TB(z) = 1
~A(z)A(z)~2'

where JB(z) and TB(z) are the bosonized version of current operator

and the energy-momentum tensor operator.

B) ~-functions and Wave Functions

(4.6) We first take an element ~ (e ~M~) (cf.(1.20» of the

charge zero sector of the universal Grassmann manifold and its image

in the Fock space· IU>e '0. We then define the following quantity:

Definitions (4.7).

~ ( t 10) :: <0 I eH ( t) Itr> ,
= <-11 eH(t)t(z) Irr>

~(z, t,U) ~(t,UT '
:: <1 I eH ( t ) i (z) IÜ>

lf(z,t,U) ~(t,'O') ,

where

co

H(t) :: ~ tnJn .
n=1

We call ~(t,~) a ~-function and f(z,t,U),~(z,t,U) (conjugate-) waue

iunctions associated with ~ E üäM~. Note that T,~ depend only on U ::

n(U) E UGM~

Remark. We can define ~(ttÜ) far U E UGMo as above. Then ~(O,U)~O
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if and only if U E UGM~.

We provide several important properties of the (conjugate-)wave

functions.

Proposition (4.8) [D.J.K.M.].

1) The wave functions have the following expansions:

e-~(~'Z)
CD

-klf'(z,l1,U) = ( 1 + 2 wl:t ( 1t ) z ),
k=l

e~(t,z)
(ll)

Wk(t)Z-k)i(z, t.U) = ( 1 + 2
k=l

<»

where wk(t),wk(t)e ([[t]] and ~(t,z) = ~ tnzn ,
n= 1,

2) If we write

'P(z,~.U) = 2
M

M
'PM ( z , U) t

(resp. f(z,t,U) = 2" "M(z,U) t
M

) ,
M

then we have 'M(z,U) E U (resp. iM{z,u) e Ü) where t
M = t~l t~2 t~3 ..

,mi(:tO) E Z.

Prool. 1) The expansion 1) can be obtained easily'with the

bosonization rule"mentioned in (4.5);

f(z,t:,U)

t(z,t,U) =
1 1

where [z] = (-, ~,
z 2z

2) Take a base {~~}~El of V with

~~ E U (~ < 0), ~~ = e~ (~> 0),

and satisfying the following relation:
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0
.. 1

$: 1 -1/2

*
1 1/2

* * 0 ..
1 1....... - '2 2 ...

Identifying the matrix in the right hand side of the above equality·

with an element g of P and the corresponding operator on the Fock

space (see (1.26») G[g] (i.e. 10> = G[g]IO» we obtain the following

relation;

We then obtain

2: (a- l ... a)e~ =
~EZh ~

2: Vt ~v.
velh v

Y' ( z) 10> = ( 2: t; e/.l )GI0> = G( 2: 'i ~~) I 0> = 2: (Gt; 10» e/.l •
/.leIh J.1 /.1eZh J.1 /.1<0 ~

Bosonizing these relations, we obtain.the result:

"M(z,U) e U.

The argument is the same for the conjugate sector. I

Since U and 0 (= U~) are orthogonal to each other with respect to

Res , the following relations. are a natural consequence of 2):z=co

Corollary (4.9) (Bilinear Relation).

Resz=~ T(z,t,U) f(~,t~,U) = 0

Corol·lary (4.10) (Hirota's Bilinear Equation for ~-function)[H.].

2: PJ"(-2y) P j +1 (D.) exp( 2: Y,Dt ) ~(t)·~(t) = 0
j=O ~ Z=1 L Z

where

and

co
exp( ~ t zn) =

n=1 n

co

P(D t ) f(t)·g(t) = [p(a~,){f(t + y) g(t - r)}]!f=O.

This equation is obtained as a direct consequence of the bilinear
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relation. It characterizes the that ~-function is associated with an

element cf VGM (Theorem 4.16). (See [D.J.K.M.J for more details about

(4.9) and (4.10).)

Remark (4.11). The bilinear relation (4.9) is nothing but the

bosenized version cf the Plücker relation, and its fermionic form is

represented as

Resz=~~(z) IV> 8 ~(z) IU> =

C) ~-function

~ ~ IV> 8 ~ IU> = O.
lJeZh IJ. -IJ

(4.12) Putting aside the definitions of ~, , and , given in B)

for a while, we investigate how the properties given in

Proposition (4.8) of B) characterize fand i.

Definition (4.13) (Generic. Wave ~unction). We call

N - - N -1
'P ( z r t) = ~ 'PN ( Z ) t , 'f' ( z , t) = 2: "N ( z ) 1t E (( ( z » Et <1: [ [ ü ] ]

N . N

a conjugate pair of generic waue functions when they satisfy

the following two conditions:

1 ) asymptotic behavior

e-~(z,~)
~

z-k)f(z,t) = ( 1 + :2: wk (1)
k=l

e~ (~. t)
CD

z-k)f (z, 1) = ( 1 + :2: wk (1)
k=1

Wk ( t) E ([ [ 11 ] ] I

Wk ( 11) E il: [ [ 11 J J ;

2)bilinear relation

- M N
Res Z-_CD 'P(z,t)'P(z,11 ' ) = 2: 11 t ' Res _ "M(z) ifN(z) = 0 •M,N Z_CD

We denote the whole set of pairs T, ~ satisfying 1) and 2) by WF-.

Definition (4.14) (Generic ~-function).

~(t) E ([[t]] is called the generic ~-function when it satisfies the

following conditions:

1) ~(t) satisfies the Hirota's bilinear equation (Cor.(4.10»,
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2) ,;(0) öl! o.
We denote the whole set of generic ,;-functions by TF~.

Proposition (4.15).

1) For any pair (~(z,t),f(z,ft)) E WF~, there exists a unique element

U E VGM~ such that ~N(z) E V, ~N(z) E 0 (= V~).

2) The map WF~ ~UGM~ given above is bijective.

Proof. l)The terms wn(t> and wn (1) in the asymptotic expansion

of ~(z,t),i(z,t) can be expanded with respect to t j as foliows:
a:I

o(t 2 ),wn (1t) = c n + 2 c .t 0 +
j=l nJ J

(lO

o(~2).wn(t) - + 2: - t.+= c n c 0

j=l nJ J

Define elements in (((z-l) as follows:
co

CPO(z) :i ~N ( z ) = 1 +n~lCnz-n
0

-zj(l
aJ

c.oj(z) == "No ( z) = + 2: cnz-n.)
J n=l

aJ

(j'0 ( Z ) 2! "N (z) = 1 + ! c z-n
0 n=1 n

zJ( 1
CD

l;j(Z) = iN 0

( z) = + 2: C z-n)
J n=l n

where

NO = (0,0,0, •••••• ),

Nj = (O,O, •• ,O,~'O' •• ),

and define the· following vector sub~paces:

co

U = 2: (cp (z) 5 K,
n=O n

GD

0 = 2: {'fi (z) 5 K.
n=O n

aJ

+ 2: cn,z-n
n=l J

(j :z: 1)

(j :t 1)

As a direct consequence cf the bilinear relation (4.10) we obtain
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( 1 ) Ü
.l. U rr- . The expression cpn(z) and Cin(z) givenS U , c concrete

above naturally leads to ( 2 ) U.l. f"'l FOV = °, tr- f"'l FOV = o. Recalling

M(U}= M( U) = 'l- 1 3 l. (cf. ( 1 .7) , ( 1 . 11) ) , we can show that (3 ) V2"' - 2"' • • • J

= U e FOy, V = U e FOV. ( 1 ) , ( 2 ) and ( 31 imply U = U.l., U = uL. Then

by the bilinear relation we obtain the desired.result:

~N(Z) E O.l. = U fN(z) E U~ = U for VN•

It is obvious from (2) that U E UGM~.

2) We naw show that twa pairs of wave functions (T(z,ü),i(zJ~»J

('111 (z J t ) J fl (z, t » E WF- corresponding ta the same U E UGM~

coincide with each other. For this p~rpose we expand the wave

functions as follows:

where

i. e.

co

f(z,~) ::; e-~(zJt) 2 2 w (z) t N
n=O ,INI=n n

wN(z) E ([[z-l]]z-l = FÜr for INI > 0,

TN(Z) = [e-~(z,t) 2 w (z)tM] + w (z)
jMI<INI N N N

with INI = 2 n i . By induction with respect to INI we show
i=1

wN(z) = wN(z). The argument works similarly for the conjugate 8ectar.

i)· For INI = 0 (i.e. N = NO) we obtain
co

wN (z) = 1 + 2 c z-n = ~o(z) E F-1U
Ü n=l n

co

w
N

I (z) = 1 + 2 c J z -n = cpb (Z) E F- 1U
o n=l n

Since dim F- 1U = I, w~ obtain

WN (z) ::; wN
1 (z) •

o 0

ii) Assuming wM(z) = wM(z) far IMI < n , we obtain

o
cP S 'N(z) - 'N(z) ::; wN(z) - wN(z) E F V n U = {Ol.

for INI =~verselY the mapping UGM-~WF- i8 shown to be
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surjective because of the correspon~ence of eq.'s in (4.7) and

Proposition (4.8). 1

Define the map TF~/~* ~ WF~by

f(!,z) = e-~(z,a) T(~+ [z])
~

iJl'(t,z) = e~(z,1t) T(11
T
(1t!Z].) . (**)

Theorem (4.16). The following diagram i3 commutative and all

arrows are bijeetions.

TF-/~*
/ .~

UGM~ I WF~

Proof. Only injeetivity of the mapping TF~/~~~WF- is

nontrivial. From Proposition (4.15) f(z,11) and f(z,1t) are

uniquely charaeterized by the condition fN(z) e U , ~N(z) e 0 'Vfor N.

If ~(z,t) and ~(z,t) are expres3ed by'a T-funetion ~(~) as (**) ,

then the above conditions for T(z , 1) and ~(z,t) are equivalent to the

following conditions on "C ( t) :

Resz=co C!'( z)';B ( z·) ) 1: ( t) = 0 for 'V~(z) e U

Res z : co (~( z) t B(z) ) "C,( t) ~ 0 for Vl:(z) e· U

These conditions determine "C(t) uniquely up to a constant by using

the charaeterization of 10> by W+(U)' $ '+(U) es~ablished in Theorem

(3.13). Thus the mapping TF-/(*~WF; i8 injective. I

Remark that the "C-funetion "C(t> corre8ponding to U E UGM~ i8

charaeterized by the following infinite order differential equations:

case

Res z:=(i(z)v_ 1 (t»"C(t> = 0

Re s z =ce ( ~ ( z ) V1 ( t ) ) "C ( 1t) = O.

For simplicity we have restricted the diseussions in the generie

(UGM;). We ean generalize the diseussions to the whole UGMO.

Theore. (4.17). The following twcr conditions are equivalent:
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!} f(~) E R~ satisfies Hirota's bilinear equation (4.10)
~ ~

2: P
J
,(-2!t) P

J
'+l(Ir,<i-) exp( 2: ytD t ) 'C(.1t).'C(n;) = 0

j =0 !J, l= 1 t
2)there exists an element ~ E u1m° such that f(u) = 'C(i,rr).
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55 The ~-Function as aPeriod Map

(5.0) In the .preceding sections we have constructed a

sequence of ~*-bundles in the followaing (cartesian) diagram:

~g(1') ."P'<:fg ) tm:"'1 ,x
•r p

1 1 1 1
i:g <1> IP(ft'g) • UOM P .p <~)a r

?rg <T> is the pull-back bundle.

MX
• Il,.B

1

We now define a holomorphic mapping ~1/2: i g m ~ p (~O) by

~1/2: 'g(f> r<)a' UGM
O

P ,P('O) .P(1l0 )·

The FundamentaZ ProbZem (5.1). Construct·a section of ~g(J),

equivalently, a nonzero holomorphic function

~ : t g (,; ~ ~O which makes the following diagram commutative

1!x

~lO
t g (7) ~1/2 .p <1t o) ·

We' actually construct a lifting ~ by using the theory cf

KP equat~ons. Geometrically ~ is aperiod map of the moduli

space tg()J. For a given lifting ~ = ~(t,Xc) we can construct

·another lifting of ~1/2 by ~I (~,X) = A(Xc)~(t,X) for any holomorphic

function A: t g (1J ~~*. In this sense the lifting ~ i8 not unique

(See §7,D)).

A) Baker-Akhiezer Function

(5.2) In this paragraph we reformulate the theory of the

Baker-Akhiezer function (BA-function) of KP equations. For the

original theory of the BA-function see [Kr.][D.].

Definition (5.3). For a given data Xc: (R,(a,B),Q,u,Zc) E ~g(Y),



where

we define A(XC)1 A (Xc) e ~{(Z-l)) 3 {[ln]] as folIows:

N
A(Xc ) ~ { T(z,~) = 2 ~N(z)! I

N

'N(z) e U(Xc ) =jau HO(R, Z68 ~c(*Q)),

'I'(z,t) = e-~(z,1t)( ~ w
k

(lI)Z-k), wk(t) E ([[~]]},
k=O

X(Xc ) = { f(z,t) = ~ fN(z)t N I

~N(z) E U(Xc ) =Jaü HO(R,Z69 ~c-1(*Q»),

iJi"(z,t) = e~(z,t) (~wk(4)Z-k), wk{lt) E ([[tl]}.
k=O

We call an element of A(Xc ) (~(xc}) as a (conjugate) Baker-Akhiezer

lunation associated with the data Xc' We can then derive the following

theorem. We essentially follow the proof of Krichever and Dubrovin.

Theorem (5.4) [Kr.][D.].

For a generic data Xc = (R,(a,B),Q,Ut~c)' i.e. S(cIQ) ~ 0,

1) A(Xc ) is a free C[[t]]-module of rank 1 and generated by

_ lD ( n) 8 ( I ( t ) + I [ z ] +c IQ)
lJ) ( Z , t t Xc) - f ( z) exp ( - n~1 t n'" ( z ) ) 8 ( I ( n)+0 IQ'- ,

2) Ä(Xc~ is a free C[[t]]-module of rank 1 and. generated by

i"(z,t,Xc ) = f(z) eXP(n~ltn(j)(n)(Z» 9\I(~lifHl~IW '
. ~. .

let) = (I1(n), ... ,Ig(fi» ·with rJ(fi) = ~ rJt ,and
n=l n n

1 . m. zn
~[z] = (I [z], ... ,rg[z]) with IJ[z] = 2 r J n . For notations of

n=l n

fez), ",(n)(z) and I~ see Appendix A.

For simplicity lJ)(z,t,Xc ) will simply be written as ~(z,t)

hereafter. Note that I(n) i8 formal power series of it, we consider

8(I(t) IQ) as the following formal Taylor series expansion
m

Seien) 10) = 2 h(I(t)~y)N 8(0IQ) e ([[t]]
N=O
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where ~y _ (a a)- ~, .. "'--g
ay 8y

with ~ denoting the derivation w.r.t.
ay~

"'(z, t) =
~(z,t)

the i-th argument in 8.

P~oof. We can show ~(z,t) E A(Xc ) by checking the periodicity as

multiplicative function associated with ~c and the transformation

property as a half-form. Suppose there is another f(z,t)(~ 0) E

A(Xc )' the ratio T/~ possesses· neither an essential singularity nor a

pole at Q any more. Furthermore, in the ratio ~/~, the transformation

factor as a form and the multiplicative faetor are canceled out.

Hence for the expansion of the ratio

N
~ 'N(z)t
N

fN(z) is a meromorphic function'on R without poles at Q. We show that

fN(z) is constant by induction with respect to INI = 0,1,2, .. :

i) For INI = 0, i.e. N = 0 = (0,0, .. ), the pole divisor of

fO(z) = "O(z)/lItO(z) 19 at most D :' (S(I[z]+cIQ» the zero divisor cf

S(I[z]+cIQ). From the aasumption S(eIQ) id.O, D is nonsp-ecial and deg

.D = g. Thus fO(z) E· Z(D) = Cl.

i.i) Assuming fM(z) = const. for IMI < INI, we have

N N
fN(z) = t term of [,tz) - lIt(z) ~ fM(z)t] /~O(z)

IM r< IN I
Since the pole divisor of fN(z) also divides D (non special), it

follows just like i) that fN(z) = const .. We then conclude

~f(z,t) E A(Xc ) f~z,t~ = ~ C t N E ([[t]],
<D z,t N N

,namely, A(Xc ) is a free C[[t]]-module of rank 1. It works similarly

for the conjugate sector. I

Here it should be noted that ~(z,t) and i(z,t) given above are
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normalized as wO(t} = WO(~~} = 1. We can then identify ~(z,t) and

i(z,~) as the wave functions associated with U(X c ) e UGM·.

B) ~-function far ~g(1J

De f -i n -I.. t i. 0 n (5. 5) (1: - f u nc t ion f 0 r ~g ('1) ) [ I . M•o. ] [A -G •G . R • ] [V • ]

Define ~: Itg (1) -----+1t~ as

1
~(t,Xc) = e Z q(t>S(I(t)+cIO)

(cf. Appendix A-1). We call this as

~-function assoc1:ated with t g (')}.

Theorem (5.6). For the 1:-function (5.5) the following diagram is

commutative:

/t.X

~lO
&g(Y) 4 IP(~O)

1/2

Prool. By direct caleulations we obtain the following:

= -l:(ft,z) 1:(ft+[z],Xc )
$(z,ft,Xc ) e 1:(t,x

c
)

e~(t,z) l:(t-[z],Xc )
~(z,t,Xc) = l:(t,x

e
)

whieh then implies that 1:: 6g (1J ~~O is a lifting of 4 1 / 2 "

Remark (5.7). 1) In this way the fundamental problem (5.1) is

solved affirmatively wi th the' 1:-function giyen in (5. 5 )" Define

A1/2 is the line bundle associated with (*-bundle ~g(Y) ~ Cg(Y), the

l:(t,Xc ) gives a nowhere vanishing seetion of A1/2'

2) The vacuum amplitude l:(O,Xc ) = S(eIQ) depends only on r= 1
9

x (g.

(5.8) So far we have no principle to eliminate the lifting

ambiguity. From the point of view cf the two-dimentional conformal

field theory it is unimportant because the correlation functions
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depend only on the ratios of ~-function (or its derivative). On the

other hand in string theory the lifting itself is a fundamental

quantity and provides the integrand of the string amplitude. It

should then possess a well-behaved automorphic propeerty w.r.t.

modular transformation and good boundary behavior towards the

boundary of ~g (stable curves [F.S,][F~][N.]). We thus discuss the

modular transformation property of the ~-function in the next

paragraph.

C) Modular Transformation Property of the ~-Function

(5.9) A modular transformation is induced by a change of

canonical homology basis (a,O), and is represented by a symplectic

matrix l' =(~ ~) E Sp(2g,Z) as y(~) = rn ~) (~).

In particular M
6

= {y E M; diag etD 5 diag AtB = 0 (mod 2)} c M

i5 a subgroup of M and keeps the Riemann constant invariant". Our

~-function (5.5) has the following well-behaved automorphy under the

modular transformation M .
A

Theorem (5.10). For the ~-function (5.5) we have

-c(t,y<Xc »
= s<y) det(C'1 + D)1/2 eXP(7t;=rtC(C'1+D)-lC(2I(n)+c»)~<t,Xc)

'"for l' E M
6

•

where 6(1') is a constant with s(y)8 = 1 and depending only on 1",

Prool. The modular transformation property of the following

quantities on aRiemann surface are given by

1'('1) = (AO + B)(C'1 + D )-1

y{I(t» = t(CQ + D)-1 I (t)

y(q(t» = -~n;=r I(t)(CQ + D)-1 C I(t)

y(c) = t(C'1+D)-1 c
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(See Appendix A for the notations). Together with the transformation

property of the Q-function [Mum.11 [A-G.M.V.l for y e M~:.

B(t(CQ+D)-l zly (Q» = s(y)det(CO+D)1/2 e n;=rt z (CO+D)-lZ 8(zln)

we obtain· the desired formula.

It should be noted that the -c-function has simpler automorphic

factor than the Q-function itself (when c = 0) because of the

1
prefactor e~(t).

Similarly the -c-function has the following well-behaved

automorphy with respect to c e (g

Theorem (5.11).

-c(t,Xc +Qa+b ) = eXP(-2n;=T(~tana+ta(I(t)+C»))~(!,Xc)'

for "a,b E ZS.

This is a direct consequence of the quasi-periodicity:

8(z+Qa+bIQ) = eXP (-2n;=T(i taoa+ta(z»)) 8(z!Q).

This automorphy turns out to be very important to characterise the

~-function, which will be discussed in §7,D).

D) Scattering operator S(Xc ) [I.M.O.][A-G.G.R.][V.J

(5.12) Befare closing this section, we construct an operator

S(Xc ) which generates the state vector IXc > of the Fock space

IXc > = S(.Xc ) 10><0IXc >' <OIS(Xo ) = <01

where Xc = (R,(a,8),~c'u) E 'g(~ and we assume 8(0IQ) ~ O.

This S(Xc ) is very convenient in practical calculations (See § 6).

For example the Wick's theorem in the calculation of various N-point

functions oan be easily verified by means of of this operator.

We expand the Szegö kernel [Fay][So.] of the line bundle ZA9 ~c

around Q E R as follows:
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s (z w) = 8(I[zJ-Ilw)+c~Q) = 1 + ~ C z-~-1/2w-v-1/2,
c' 8(cl~(z,w z-w ~,v>O ~v

then a basis, (~~}~EZh of V, can be given by

~~ = e~ (~ > 0)

~-~= 1 J dw w~-1/2Sc(Z,W} = e-~ + 2 C e V (~>O)
2nJ=T v>O v~

cD .z

or equivalently in the matrix form

( IJ. "",+1... ,~,~ , .. ) = ( ••. ,e ll ,e lJ+1 , •• )

c
~v

It is easy to check that ~-IJ. belongs to U(Xc )

E UGM- for IJ. > o.

Proposition ( 5 .13) ,

1 ) .;(z,Xc ) = S(X
c

):"'l

~(ZIXC) = S(Xc)-l

Define an operator Q(X ) as follows;
c

Q(Xc ) = ( 1 )2 J dz'J dw {Sc(z,w}- z:w}~(z)~(w)
2nJ=T c» c»

= 2: CIlVif_IJ,;-v
~\»o

Note that Q(X ) is constructed from creation operators only andc

thus belongs. to P and i ts: exponential,

S(X ) = -Q(X ) S(X )-1 =
Q(X )e c., e cc c

are well-defined operators on ,..

'i ( z) S ( Xc) =

~(z) S(Xc ) =

where ~IJIS are the dual of ~IJ.: (~IJI~v)

2} IXc> = S (Xc) 10> <0 IXc> ,

<0 I = <0 IS (Xc) •
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§6 Action of Operators on the ~-function and Correlation Functions

(6.0) Using the concrete expression of the ~-function for Gg(J)

given in the previous section (5.5), we study the action of various

(vertex, current, energy-momentum) operators. We can derive N-point

functions of Riemann surfaces of arbitrary genus (obtained recently

by several authors (I.M.O.](A-G.G.R.]). Thanks to the fermion-boson

correspondence, we can derive N-point functions in two different ways

to obtain nontrivial identities (E.O.2](Fay], which are closily

related to the Schottky problem [Mum.3],[v.G.],[Sh.].

A) Action cf Vertex Operators

(6.1) The vertex operator Vk(z) (keZ) has been defined as

follows (4.4):

Letting the vertex operators operate on the ~-function, we obtain

the following, resul t.

Theorem (6.2) 0'

Vk 1 ( z 1 ) • • 0 • Vk
N

( zN) "t ( t, Xc)

N k. K tOK lco N () )= rr f(Zi) 1 e exp ~ t n I k.~ n (z.)
i=1 =1 i=1 1 1

k k 1 (t) N .
x TI E(zi,zJ') i j e~ 8(I(t)+ I k.I[z1]+cIQ)
1~i<j~ i=1 1

N
where K = ~ k. (total charge of operators Vk (zl)···Vk (zN»'

i=1 1 1 N

See Appendix A for the notations. In the derivat~on of this

formula we have used the following relations;
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vk ( z) V ~ ( w) = (z -w) k Z ~ Vk ' z) V Z (w) ~

N 2
( ~ k.x.) =
i=l 1. 1.

2 N 2
~ k.k.(x.-x.) + K ~ k.x.

1 . <.......1ro.T 1. J 1. J . 1 1. 1.
~1. J~" 1.=

In particular for N = 1 and k.= ±1, we obtain the following:
1.

Corollary (6.3).

= f ( z ) exp (- ~ t c.o ( n ~ z ) ) 8 ( I ( 11 ) +I ~ +c IQ )
n=l n S(I(t)+c Q)

Vl(z)~(t,X)

-c{t,X)

= f(z)exp( ~=ltn(A(n~Z») 8(I(t)-I[z]+c!Q)
\n~'" S(I(1t)+cld)'

These are just the BA-functions ~(z,t) and i(z,11) given in Theorem

(5.4) •

B) Action ef Current Operators.

(6.4) The' bosenized expression of the current operator has been

given by

JB(z) = ~ nt zn-l + ~ z-n-1 a
n=1 n n=1 n

in (4.5). When the current operator JB(z) passes through the bilinear

1
factor e~(t) cf the ~-function, it receives the following change;

Note that ~B(z) = ~B(z,X) depends holomorphically on the data
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7t (Xc) = X = (R, (Ci, 8 ) , Q, U) E t g •

Proposition (6.5)

J B ( z 1 ) • • • J B ( zN ) ~ ( it, Xc )

where

~~(Z)
I
~B(w) = (.t)(z,w)

~~(Z)
i co g .
~(t,X) = { 2: t (.t) (n) ( z) + 2: c.o1.(z) L} 't(t,Xc )

n=1 n Q i=1 ay1.

with

.and ~ is a. summation over all the combinations of dividing
combo

(1,2, .. N) into pairs (i1i2),(iSi4), ... (i2k_1i2k) and the rest of

numbers (i 2k+1 , ... ,iN).

Corollary (6.6).

JB(z) 't(1,X) = 1 i t ~Q(n)(~) + ~ ~i(z) L} 't(ft,Xc )
t n : 1 n i=1 acl.

In order to see the meaning of this equality, we make usa

of the following definition.

Definition (6.7). For n E Z with n > 0 we define holomorphic

vector fleld u(n) on P{~{~» by
g

VX-(n) = 9X (<.o(n) (z,X») E T~ P(~~O» y E t~O).

Note that <.o(n)(z,X) = SZ ~~n)(X) depends holomorphically on the data

X = n(r) E t g (cf. Appendix A).

Theorem (6.8). Consider a diagram below
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t}g+-.-------

t1' (1") .....c ----_1iP (!t"~ )

gl 1""*1(g v

e-g ~ J •
"g

1) u(n) is a holomorphic vector field on P(~~O)) along the image

of t g (?1 and thus induces a vector field on tg(?J.

2) The induced vector field u(n) on eg (1') is tangential to the

fihre of the fibering n: eg(~) ~tg and the action on this direction

is given by

v(n)- ~ 1 J ~~n)(X) ~i •
Xc - i=l 2nJ=T 8. ac

1

We can that JB(z) is an operator which generates infinitesimal

deformations of line bundles.

C) Action of Energy Momentum Tensor

(6.9) Since the bosonized expression of the energy momentum

tensor is given by

TB(z) ~ ~ :JB(z)JB(z): = lim ~ (JB(z)JB(w) - 1_' 2)
w ~z (z-w)

in (4.5), we can easily obtain the action of TB(z) by using

-Proposition (6.5).

Theorem (6.10).

TB ( z ) ~ ( t , Xc' )

+

where S(z,X) is a projective connection (Appendix A-5).
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18(cI0) - #(z,X).

We obtain the vacuum expectation value of the energy-momentum tensor

<0 IT ( z) IXc>
<T(Z»Xc = <Ol~c>

Proposition (6.11) ([A.W.],[So.],[I]).

_ 1 1 g i j 8 2
<T(z»X - 'Z ~ (I) (z)(I) (z).......;;;.--

~c 8 l C 10)i,j=1 ay~ayJ

Using the heat equation cf the 8-function:

a
2

a8(y!O) = 4n~.8(YIQ),
8y1ayJ 1J

we can recognize that the energy momentum tensor induces

infinitesimal defermations cf moduli ([So.][E.0.1]).

D} N-point Functions [Ku.][E.0.2][A-G.G.R.]

In the following we fix the data set X =c

(R,Q,(a,8),~~e Zc,u) such that ~(O,Xc)- = 8(cIQ) ~ 0 and denote IXc > =
-1B ~(t,Xc) E 7-.

Definition (6.12). The N-point lunction of operators

(9t(zl.), .. ,(9N(zN) on a stat~ IXc > E ,. is defined as foliows;

<0 I~l (zl)'··· '~N{zN) IXc >
= <ölxc>

where

-1(9{z,Xc ) = S(Xc ) G{z) S(Xc ) ,

is a field operator corresponding to the Heisenberg picture.

On the ether hand we can express the N-point function in the

bosonized form:
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In the following we ealeulate the N-point functions of ~, ~'s and JJ s

in two different ways given above.

(6.13) Fermion 2N-point function is obtained by putting

k. = ± 1 in the formula (6.2):
1

N N
Tl E ( z . , z .) Tl E ( w . , w.) 8 ( i I [ z 1..] - i I [w1.'] + ein)

= i<j 1. J i<j ~ 1 i=l i=l
TI E{z. ,w.) S{eln}

i<j ~ J

while in the fermionie representation

and

where

<",,(z)~(w»x = i
e 1.1>0-

~1J(z)~ (w) =
IJ.

S(z,w)

( ) 8(I[z]-I[w]+cIQ)
S z,w = S(el~z,w)

is the Szegö kernei.

,Identifying these two expressions, we obtain the following

formula:

Proposition (6.14) (Fay's tris~eant formula) [Fay][E.O.1]J

detN NS ( z. ,w . )
x ~ J

Tl E(z.,z.) n E(w.,w.}= i<j 1 J i<j J 1.

TI E{z. ,w.)
i,j 1. J

N N
8( 2 I[zi] - 2 I[wi]+e!Q}

i=l i=l
S{eIQ)

The besonie representation cf current N-point funetions
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can be obtained from (6.5):

Proposition (6.15).

<J ( z 1 ) • • • J ( zN) >X
c

=U:Qj> ( PZ Z))( P (;oiZd~)'
combo pa~rs rests 1=1 8y

On the other hand, using the fermionic representation of J(z,X ),
c

we obtain

= lim {~(z,X )~(w,X ) l__ }
w ~Z' c c z-w

and taking the vacuum expectation value <01 •• 10>, we obtain the

following relations.

Proposition (6.16).,

J() J() = d regt )< z1 •••• zN >xc etNxNSc Zi,Zj

where

s~eg. (z,z') = lim- {S (z,w)
w ~z c

1- --z-w
1 ~ ~i(z) a

} = 8'.{c IQ) i=1 8y1 8(c In)

sreg·(z z) =
ci' j ( L~j ) •

By equating these two expressions (6.15) and (6.16), we can derive

various identities obtained by Fay. In order to get explicit

expressions it is convenient to use the expression of the connected

part of N-point functions;

Proposition (6.17).
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(1) Bosonie representation:

+ ~N,2 t.o(z1 ,Z 2)'

(2) fermionic representation:

= - 2 ( TI
r zer

S 1 )
j"

where r is a connected oriented loop whieh passes through the points

Zl,zZ, .. ,ZN onee and for Z = (zi,Zj) E r: S~ = Sc(zi,Zj)'

Proposition (6.18) (Addition Formula).

2 ( TI Sl.)
r zer

The following are special cases of this. formula for N = 2 and N = 4.

1 )

2 )

= - { 8(1234) + S(1342) + 5(1423) + 9(1432) + 8(1243) +

S(1324)}
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§7 Fundamental Equations

(7.0) In this section we derive differential equations

1
for the ~-function ~(t,Xc) = e ~(tt}8(I(t)+cIQ), defined on ~g(1).

-1
Throughout this section we write ~B(sl/2~~) = B ~(sl/2" t) B simply

as C»B( L) for ~ e l!i (see (2.32), (4.4».

A) The Fundamental Equations

Theorem (7.1) (Fundamental equations).

The ~-function satisfies the following three equations:

1) (Equation of motion)

[a ( ~) + a ( ~ , Xc) ] ~ ( t , Xc) = ~B ( ~ ) ~ ( ~. Xc) for 'rf ~ E es
1

where a(~,Xc) = - ~ Resz=mZ(z)S(z,X);

2)(Gauge conditian)

~ 1 J d~~. ~(t,Xc) = ~B(~)~(t,Xc) far ~~(z) E ~(X);
i=l 2n;=T Bi ac 1

3}(Hirota's bilinear equation)

co

.~ Pj(-2y)Pj+l(D~)exp( 2 YzD t )~(ft,Xc)·~(t,Xc} = o.
J=0. . z=1 Z

(See Appendix A) far the definitions af' A(X) and Ä(X) .,)

Proof. The equation 3) i9 already given in Theorem (4.16) and

equation 2) i9 a rewriting af the follawing.

u(n)~(~,Xc) = ~B(~(n)(z,X»~(t,Xc)

which can be derived from Theorem (6.8).

far ~n > 0,

Lastly we show 1). In the follawing diagram,
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~(t,~c) and ~(fttXc) are related as

~(ft,~c) = A(Yc)~(ft,X6

where A:~g(7)~ ~3 is a holomorphic function satisfying A(A~C)' =
AA(~c) (A E (*). Letting ~(~),z E ~t operate on ~(tt1rc)' we obtain

the following relation from Proposition (3.35):

'r( ~ )~ ( t , t"c) = IItB ( ~') ~ ( t ,re) ,

Then we obtain the desired equation. The term

a(z,Xc ) is given by

a ( Z ,Xc) =

and depends only on x .c
The explicit form will be given in the next

paragraph.

The ~-function being considered as aperiod map on t g (1} , the

differential equation 1) is regarded as a defining equation of the

Gauss-Manin connection, the equation of motion of the physical vacua

in the interaetion picture.

B} Determination of the anomaly term a(~,Xe).

In ease Z E ~O the equation (7.1.1) ean be viewed as the

so-ealled "Ward-Takahashi identity". The term a(Z,Xc ) corresponds to

the anomaly term. In this view the equation in the following

proposition csn be identified as "Wess-Zumino consistncy condition".

Those principles symbolized by these terminologies which are familiar

to the physicists aome very naturally into the formulation.

Proposition (7.2) (aonsistency condition). For Zl' Zz e ~

we obtain the following relations:

where
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1 Re s 1 , , , ( z )"/ (z)TZ z=co(..1 l,,2

i8 the Schwinger term.

Proof. Consider the following equality:

[ t:DB ( l- 1 ) , lIIB ( I.- 2 )] = lIlB ( [ z. 2 ' l- 1 ]) + C ( z. 1 ' l. 2 ) ,

From the action of this operator on ~(t,Xc) written in two ways,

we obtain the desired result.

(7.3) We now determine the form of the anomaly term a(L,X)

corresponding to our T-function.

Theorem (7.4). For the T-function the corresponding anomaly term

i8 given by

1
a(~,Xc) = - TZ Resz=co~(z)S(z,X)

where S(z,X)(dz)2 is the projective connection (See Appendix A-5).

Proof. First we show the following:

1 ) a ( ?, , Xc) = 0 for l. E (S 1 '

2 ) a ( l. ,Xc)
1 far B (X) ,= TZ Resz=~~(z)S(z,X) l. E

3 ) a ( l. , Xc) satisfies the consistency condition.

3) is the proposition (7.2) itself, while 2) can be obtained from

e
Theorem (7.1-1) by taking ~ e B(X) since 1I(1.} = O. 1) can be shown

,"from the following representation of T with the bosonization operator

B «4.2»,

-1/2 -3/2T(!,X
C

) = 8(cIQ)B(~ ~ ~ ~ ... ).

where (~-1/2, ~-3/2, .. ) 18 a frame of U(X
c

) (cf. §5,D».

From this e~pression we obtain the following for ~ E (S1

T(t,eSl.Xc ) = 8(cIQ)B(eSl.(~-1/2)~ eSl.(~-3/2)A .. ),
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= 8(eIQ)$B(L)B(e- 1/2A ~-3/2A ... )

= ~B(L)"C(t,Xe)·

Henee a(~,Xe) = 0 far L E ~1.

Due to 1) a(~,Xe) reduces to a linear funetion of ~ on ~/~1'

Fixing a suffieiently large N, we can take representatives

of bases, t n E ffi (n = 0,1,2, .. ), of ~/~1 in the following:

n+l d
~n = (z + lower order terms)az E B(X), n > N

d
az E (S1 ' o < n < N.

For n > N a( [n'Xe ) is given in 2 ) • For 0 < n < N, one obtains the

following relations by induction on n and with the consistency

condition (7.2):

a(tn_1,Xc ) = a ( [h, t n] , Xc ) = - e(h) a ( t n ' Xc)

1 4,',..". Res z _ (, lS(z,X ).
~, _CD n- c

In the derivation from the first line to the secand we used the

formula given in Appendix B). We thus obtain the desired result far

a1"1 n.

Coroll·ary (7.5).

for 1., E li.

Proof.This equation is obtained from the result of Theorem

( 6 • 10) and (7. 4) • I

- 75 -



Proposition (7.6). The projective connection S(z,X)(dz)2 is

transformed urider the modular transformation y = (2 ~) E r as follows

S{z,y(X)dz 2 = S(z,X)dz 2 + 4n~t~(z)(CQ+D)-lCw(z).

Proo;. This relation is obtained from the expression of

the projective connection:

. 2
S(z,X)dz = -6[dzdw log 8(I(z)-I(w) In)]w

and the transformation formula of 8-function.

C) Characterization of the ~-function

... z

Main Theorem (7.7).

For a holomorphic map f: ~g(~ ~~x the fo11owing equations

determine f unique1y up to a constant: f(~,Xc) = C~(t,Xc) with C E (.

1) [a(~) + a(~,X)]f(f1,Xc) = cJ)B(Z)f(t,Xc ) for V~ E 'Y

where

2 )

3) , f ( t ~ Xc +Qa+b ) = exp (-2n;=!' (~taOa+t a ( I ( t) +c) )) f ( t, Xc)

g
for a,be Z .'

Proof. In equation 2) the 1eft hand side vanishes when ~ e A(X),

which specifies the form of f(~,Xc) as

1
f(t,Xc ) = e~(t)fO(I(t),Xc)

wi th f 0: t ('T') ~ ([ [c 1 ' c 2' · · , C g] ] · .

Taking ~(n)e }((X) (See Appendix A-2» in equation 2), we obtain

equations

(8 g. a )
- :2: 11

f O =
~ i=l n a:;r o ,
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which naturally lead to the following form for f(ü,Xc ):

1 (~)
f(t,X c ) = e~ fO(I(~)+c,X).

From the automorphy relation 3) with respect to the Jacobian

parameter C E (g, we obtain the proportion~lity cf fO(I(t)+c,X) and

8 ( I ( 11 ) +c IQ), i. e .

f(~,Xc) = C(X)~(t,Xc)'

The efquations 1) shows that the factor C(X) does not depend on X. I

D) Principles ta determine the lifting af ~1/2

(7.8) We know already that our ~-functian has the following

praperties:

1) Automorphy under M
6

~ Z2g

a ) ~ ( t , y ( Xc ) ) .

= E(Y}det(CQ+D)1/2exp(nJ=TtC(CQ+D)-lC(2I(t)+C»)~(t,Xc)

far y E M~;

b) ~(t,Xc+Qa+b)

= eXP(-2nJ=T(itaQa + ta(I(t) + C}))-,:(t,Xc )'

g .
2} -,:(O,Xc } depends only on 1

9
x ( •

Theorem (7.9).

Let f be a lifting of ~1/2 satisfying 1) and 2) in (7.8):
x

• ·1l0

~1
'(1) ~1/2 .P(1l0 )

1) Then it can be written in the form:

where

f ( t , Xc) = A( 1t ( Xc) ) -,: ( t , Xc )

*A: 1 ~ ( is holamorphie and MA-invariant and
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2) Furthermore A(n(Xc )) is constant if g ~ 3.

Prooj. 1) If we write f(t,X c ) = A(Xc)i(t,Xc )' A(Xc ) does not

depend on c from the automorphy l)-b). From this , 1)-a) and 2) we

obtain the first half of the theorem.

2) If g ~ 3 moreover, we know that ~/M~ has a compactification whose"

boundary is of codimension > 1. Hence there is no holomorphic

function on it (i.e. no Ma-invarinat holomorphic function on ~)

besides constant. J.
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Appendix

Here we list the notations and formulas on the theory of abelian

functions which we use in this article. For details see for example

(Fay][Mum.1]. We fix aRiemann surface R, a canonical bases (a,B) of

H1 (R.Z), a point Q E Rand a (formal) Ioeal eoordinate z: z(Q) = ~.

The whole data are denoted by X = (R.(cx,B),Q,z). We set Xc = (X'~e)'

c E (g (e f. § 2 ) •

A) Abelian differentials and the Green function on Riemann surfaces

1) Abelian differentials

r ~j =Ja.
1.

(1st kind) i
(0

i= ~ (z)dz,

ö· . J ~j
1.J, ß·

1.

i = 1 ... g,

:fi· ., .
1.J

-m
= d (zn - ~ q m

Z
) •

m>O nm

kind) ~Q(n)=

J (0 (n):" 0
(X. Q

l.

coQ(n)(Z)dZ

(2nd

(Oi(z)dZ = -d( ~ I i z-n).
n>O n n '
(n)

coQ (z)dz,

S (n) =
8·(OQ

1.

n = 1 2 ••• Q E R

2) Green Functions

(Prime form): a holomorphic section (unique up to a constant)

of the line bundle

* -1 * -1 *n1 ~~ 8 nZ ~~ e ö (8) over R x R, with a simple zero only at P = Q

where nl' n2' 5 are defined in the following diagram:
(P Q) P-Q
R x R ~Ö__~I J(R)

nll lnz
R R

-1 -1
E(P,Q) = E(z,w);-az ;-aw

= - E(Q,P) t
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8
z
a

w
log E(z,w) = ~ q

Z W '" nrn- n,m>O

E(P+ai,Q) = E(P,Q),

-n-l -m-lz w

n·· SP .E(P+8 i ,Q) = exp(2nJ~( ~ + Q ~1) E(P,Q).

(multiplicative meromorphic half-form with a simple pole at Q E R)

f(z),JQZ = JUS
E(~,O)

f(z+a·) = f(z)
1

(z~ = 1, t:(Q) = 0),

Q.. s .
f(Z+8 i ) = exp(-2nJ=T( ~ + Q~1 ) f ( z) ,

f(z»)UZ = (1 + o(z-I»jUZ , f(~);ar.= ( t + regular)~.

(multivalued meromorphic functions with poles at Q E R)

\I(O)(z) = 1

CD z-m Szn _ 2 q = Z
n=1 ,nm m

(n)
~Q n = 1,2,3 ... ,

( n) ( )CI z + Ct41 =
1

cp(n) (z),

cp ( n) (z + ß.) = cp( n) ( z) +' 2nJ=T I i
1 n

I,f we set Ä(X) = i Ccp(n)(z) S K (a losed subspace),
n=O

then the following sequence is exact

f---.....c i = 1 SO.df.
2n;=!" 1

(Fundamental normalized differential of the second kind)
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udz,w}

(Szego kernel)

1 -n-1 -w-1= + ~ qnmz w
(z-w)2 nm>O

= 8(I(z)-I(w)+c!Q) =
SC(Z, W )" 8(clö)E(z, w )

where c e (S with 8(cIO) ~ O.

3) The 8-function and the Abel-Jacobi map

(8-function)

~ g exp{ni t (n+a)Q(n+a)+2ni t (n+a)(z+b)}' z e (gi
nel

8[b](z+e i !Q) = e
2nia

i a(b) (z!Q)

8[~](z+QeiIQ) = exp{-2ni(~ii/2 + Zi+bi)}S(b)(zIQ).

(Abel-Jacobi Map)

I : R ----+- (g, R is the universal Abelian cover ing of R,

I[z] = (~ l;Oi) = ( 2:
n

4) Modular transformation properties

For ')' = (~ ~) ,e Sp(2g,Z) = M,

')'(Q) = (AQ+B)(CQ+D)-l,

')'(l;Oi) = (t(CQ+O)-l)ij co j ,

Y ( "'Q (n» = coQ (n) (( CQ+D) -1) i j Cj k (Sß . coQ (n) ) (Ok '
1
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where

= S det(CQ+D)1/2 exp{niz(Cn+D)-lCz} a[b](zIQ)

S = s(y) with S8 = 1.

5) Projective connection

S(P) = S(z)dz
2 = -6 l' d d 1 E(z,w)1m z w og z-w

w ~z

LO(Z,W) = 1 1------2 + 0 8(z) + higher order terms
(z-w)

S(w)dw 2 = S(z)dz 2 + {w,z}dz
2

where

with '

{w,z} =
d

= uz·

W' I I

~- (Schwarzian derivetive),

B) Transformation property and 8(Z)-derivatives

d
For Z =Z(z)az e ISO" 8 ( Z) is essentially a generator of coordinate

transformation which fixes z(Q) =- m :

Z IW = eS Zz = (1 + S Z. ( z ) h- )z = z + S l. ( z) •

We can thus calculate 8(Z)-derivatives of geometrical objects from

the data of their transformation properties.

1) Let f(P) be a j-form on Rand define f(z.X): 'g ~~«Z-l» by

f(P) = f(z,X)(dz)j for X = (R,Q,z). We have the fo11owing relation

On the other hand the transformation property as a j-form implies
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f ( w , X) dw
j = f ( z , X) ( dz ) j + 8 { L ( z )h + j t l

( Z ) } f ( z , X) (dz ) j .

It then follows that

2) Let S(P} be a projective connection on Rand define

A- -1 2S(z,X): 8 g ~((z )) by S(P) = S(z,X)(dz) , then just like 1)

we have

8' 2 2S(z,e '"'X) (dz) = S(w,X) (dw) ,

2 2 2S ( w, X) (dw) = S ( z , X) (dz ) + {w ( z) , z} dz ,

which lead to the following:

a(~)s{z,X) = {~(Z)h + 21,' (z)}S(z,X) - Zlll (z).

Notes added in proof

After submition cf this paper we ar~ informed that there appered

several new papers which treat similar subjects with our paper:

L.Alvarez-Gaume, C.Gomez and C.Reina: New methods in string theory,

CERN preprint, CERN-TH 6775/87. E.Arbarello, C.De Concini, V.Kac,

C.Procesi: Moduli space of curves and representation theory,

handwritten manuscript. E.Witten: Quntum field theory, grassmannians,

and algebraic curves, Princeton preprint, PUPT-1057.
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