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Abstract

We identify multiresolution subspaces giving rise via Hankel trans-

forms to Bessel functions. They emerge as orthogonal systems derived

from geometric Hilbert-space considerations, the same way the wavelet

functions from a multiresolution scaling wavelet construction arise from

a scale of Hilbert spaces. We study the theory of representations of the

C
∗-algebra Oν+1 arising from this multiresolution analysis. A connec-

tion with Markov chains and representations of Oν+1 is found. Projection

valued measures arising from the multiresolution analysis give rise to a

Markov trace for quantum groups SOq .
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1 Introduction

The starting point for the multiresolution analysis from wavelet theory is a
system U , {Tj}j∈Z

, of unitary operators with the property that the underlying

Hilbert space H with norm ‖.‖, contains a vector ϕ ∈ H, ‖ϕ‖ = 1, satisfying

Uϕ =
∑

j

ajTjϕ (1)

for some sequence {aj} of complex scalars, such that, in particular (1) con-
verges in H. In addition, the operator system {U, Tj} must satisfy a non-trivial
commutation relation. In the case of wavelets, it is

UTjU
−1 = TN , j ∈ Z, (2)

where N is the scaling number, or equivalently the number of subbands in the
corresponding multiresolution. When this structure is present, there is a way
to recover the spectral theory of the problem at hand from representations of
an associated C∗-algebra. In the case of orthogonal wavelets, we may take this
C∗-algebra to be the Cuntz algebra. In that case, the operators Tj may be
represented on L2 (R) as translations,

(Tjξ) (x) = ξ (x− j) , ξ ∈ L2 (R) ,

and U may be taken as the scaling (Uξ) (x) = N−1/2ξ (x/N), N ∈ N. This
system clearly satisfies (2). (For a variety of other examples of these relations,
the reader is referred to Ref. [33]. The setup there applies to dynamical systems
of N -to-1 Borel measurable self-maps: for example, those of complex dynamics
and Julia sets.) In the wavelet case, a multiresolution is built from a solution
ϕ ∈ L2 (R) to the scaling identity (1). The numbers {aj}j∈Z

from (1) must
then satisfy the ”orthogonality relations”’

∑

k∈Z

ak = 1,
∑

k∈Z

ākak+2m = δ0,m,m ∈ Z (3)

In this case, the analysis is based on the Fourier transform: define m0 as a map
from S1 to C by

m0

(

eit
)

=
∑

k

ake
ikt, t ∈ R (4)

(of course we assume here and below convergence of the series and products
involved). Then (in the wavelet case, following Ref. [1]) a solution to (1) will
have the product form

ϕ̂ (t) =

∞
∏

j=1

m0

(

t/N j
)

, (5)

up to a constant multiple. The Cuntz algebra ON enters the picture as follows:
Formula (5) is not practical for computations, and the analysis of orthogonality
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relations is done better by reference to the Cuntz relations, see (11)–(12) below.
Setting, for ξ ∈ C, j ∈ Z

W ({ξj}) :=
∑

j∈Z

ξjϕ (x− j) , (6)

and using (3), we get an isometry W of `2 into a subspace of L2 (R), the
resolution subspace. Setting

(S0f) (z) :=
√
Nm0 (z) f

(

zN
)

, f ∈ L2 (T) ,Borel measurable (7)

and using L2 (T) ∼= `2 by the Fourier series, we establish the following crucial
intertwining identity:

WS0 = UW, (8)

so that U is a unitary extension of the isometry S0. We showed in Refs. [2] and
[3] that functions m1, . . . ,mN−1 ∈ L∞ (T) may then be chosen such that the
corresponding matrix

(

mj

(

ei(t+k2π/N)
))N−1

j,k=0
(9)

is in UN (C) for Lebesgue a.a. t. Then it follows that the operators

Sjf (z) :=
√
Nmj (z) f

(

zN
)

, f ∈ L2 (T) , (10)

will yield a representation of the Cuntz relations; see (11)–(12) below. Con-
versely, if (10) is given to satisfy the Cuntz relations, then the matrix in (9)
takes values in UN (C).

The present paper aims at an analogous construction, but based instead
on the Bessel functions, i.e., we use the Bessel functions in (4) in place of the
usual Fourier basis

{

eikt
}

k∈Z
; see (20) below. If ν ∈ N is the parameter of the

Bessel function Jν , then we show that N = ν + 1 is an admissible scaling for a
multiresolution construction.

The motivation for doing a multiresolution construction based on a wider
variety of special functions, other than the Fourier basis, derives in part from
the rather restrictive axiom system dictated by the traditional setting [31, 32,
33, 35, 34, 36]. It is namely known[1] that many applications require a more
general mathematical setup. Moreover, our present approach also throws some
new light on special-function theory, and may be of independent interest for
that reason.

We will apply multiresolutions to the Hankel transform and the Bessel func-
tions of integer parameter ν. Our analysis is especially well suited for the
introduction of a quantum variable q,( 0 < q < 1), in such a way that variations
in q lead to a better understanding of an associated family of deformations.
Our use of the Cuntz algebra is motivated by Refs. [2] and [4]. The Cuntz
algebras [5] have been used independently in operator algebra theory and in
the study of multiresolution wavelets, and our present paper aims to both make
this connection explicit, and as well make use of it in the analysis of special
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functions. The q-deformations of the special functions[6, 7, 8, 9, 10, 11] may
be of independent interest. This deformation is related to, but different from,
those which have appeared in Refs. [11, 12, 13, 14, 15]. In the last sections of
the paper we construct a Markov chain which turns out to be related to the
representations of Oν+1 discussed in the previous sections via projection valued
measures. Random walks on quantum group SOq(N) are then constructed via
representations of the braid groups.

2 The Cuntz algebra and iterated function sys-

tems

We shall consider representations π of the Cuntz algebra Oν+1 coming from
multiresolution analysis based on Hankel transforms. In Section 3 we give some
preliminaries on Hankel transforms on L2 (R). We then construct wavelets
arising from multiresolutions with scaling ν + 1 using Hankel transforms on
L2 (C), relative to an appropriate measure on the field of complex numbers
C. The map from wavelets into representations is described. We establish
connections between certain representations of Oν+1 and Hankel wavelets arising
from that multiresolution analysis.

Recall that Oν+1 is the C∗-algebra generated by ν + 1, ν ∈ N, isometries
S0, . . . , Sν satisfying

S∗
i Sj = δij1 (11)

and
ν
∑

i=0

SiS
∗
i = 1. (12)

The representations we will consider are realized on the Hilbert spaces H =
L2 (Ω, dµ) where Ω is a measure space (to be specified below) and µ is a prob-
ability measure on Ω.

We define the representations in terms of certain maps

σi: Ω −→ Ω such that Ω =

ν
⋃

i=0

σi (Ω) and µ (σi (Ω) ∩ σj (Ω)) = 0 (13)

for all i 6= j. We will apply this in Section 5 to the Riemann surface of N
√
z.

In Section 4 we develop a q-parametric multiresolution wavelet analysis in
L2 (C, µq) where µq is a q-measure, as in Refs. [15, 21] by using q-Hankel trans-
forms.

A class of q-parametric representations of the C∗-algebra Oν+1 is found. We
further identify a class of representations of the Cuntz algebra which has the
structure of compact quantum groups of type B.[29]
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3 Hankel transforms and a multiresolution anal-

ysis

In this section we construct a multiresolution using Hankel transforms. We start
by giving some basic definitions on Hankel tranforms.

Let us recall that the Hankel transform of order α ∈ R of a function f ,
denoted by f̃ , is defined, for t ∈ (0,∞) and x ∈ (0,∞), by

f̃ (t) =

∫ ∞

0

Jα (xt) f (x)x dx, (14)

where

Jα (x) =
(x

2

)α ∞
∑

k=0

(−1)
k

k!Γ (α+ k + 1)

(x

2

)2k

is the Bessel function of order α, α ∈ R and

Γ (z) =

∫ ∞

0

e−ttz−1 dt, Re (z) > 0,

is the classical gamma function. If we multiply both sides of (14) by Jα (yt) t
and integrate from t = 0 to +∞ we obtain
∫ ∞

0

Jα (yt) f̃ (t) t dt = f (y) =

∫ ∞

0

Jα (yt) t

∫ ∞

0

Jα (xt) f (x)x dx dt, y ∈ (0,∞)

(15)
The integral transform on the left-hand side of (15) is equal to f (y) for suitable
functions f , by the Hankel inversion theorem.[17] The resulting double integral
is called the Hankel Fourier-Bessel integral

f (y) =

∫ ∞

0

Jα (yt)

(∫ ∞

0

Jα (xt) f (x)x dx

)

t dt. (16)

It can be written as the following transform pair

g (t) =

∫ ∞

0

Jα (yt) f (y) y dy, (17)

f (y) =

∫ ∞

0

Jα (yt) g (t) t dt.

A Plancherel type result can be easily derived for this transform: if F (ρ)
and G(ρ), ρ ∈ (0,∞), are Hankel transforms of f(x) and g(x), x ∈ (0,∞),
respectively, then we have

∫ ∞

0

ρF (ρ)G(ρ) dρ =

∫ ∞

0

ρF (ρ)

∫ ∞

0

xg(x)Jν (ρx) dx dρ

=

∫ ∞

0

xg(x)

(
∫ ∞

0

ρF (ρ)Jν (ρx) dρ

)

dx

=

∫ ∞

0

xf(x)g(x) dx.
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Let us give some preliminaries on the standard multiresolution wavelet anal-
ysis of scale ν, ν ∈ N. Following Refs. [1, 18] we define scaling by ν on L2 (R)
by

(Uξ) (x) = (ν + 1)
− 1

2 ξ

(

x

ν + 1

)

and translation by 1 on L2 (R) by

(Tξ) (x) = ξ (x− 1) , x ∈ R.

As mentioned in the Introduction, it is our aim here to adapt the theory of
multiresolutions from wavelet theory[1, 19] to the analysis of the Bessel func-
tions via the Hankel transform. The classical theory[20] is based on recurrence
algorithms which we show adapt very naturally to the multiresolutions. But our
analysis will still be based on the “classical” identities for the special functions
(see, e.g., Refs. [21, 22, 23, 24, 25, 26, 37]).

A scaling function is a Borel measurable function ϕ ∈ L2 (R) such that if V0

is the closed linear span of all translates T kϕ, k ∈ Z, then ϕ has the following
four properties

i)
{

T kϕ : k ∈ Z
}

is an orthonormal set in L2 (R);

ii) Uϕ ∈ V0;

iii)
∧

n∈Z
UnV0 = {0};

iv)
∨

n∈Z
UnV0 = L2 (R).

The simplest example of a scaling function is the characteristic function of
the interval [0, 1], i.e., the zeroth Haar function. By i) we may define an isometry

Fϕ:V0 −→ L2 (R) , ξ 7−→ m,

as follows. The scaling by ν on L2 (R) is defined by the unitary operator U

given by (Uξ)(x) = (ν + 1)
− 1

2 ξ
(

(ν + 1)
−1
x
)

for ξ ∈ L2 (R), x ∈ R, and the

translation as the following operator (Tξ)(x) = ξ(x− 1).
We consider the scaling Haar function ϕ given as the sum ϕ(x) = h (1 − x)−

h (−x) of Heaviside functions h, h(x) = 1 for x ≥ 0 and h(x) = 0 for x < 0

Let V0 be the linear span of
{

ϕ
(k)
ν (x) ≡ xνϕ (x− k)

}

k∈Z

. Then V0 is a

closed subspace of L2 (R) with respect to the following scalar product: 〈f |
g〉 =

∫

f (x)g (x) x dx. We have
⋂

n∈Z
UnV0 = {0} and

∨

UnV0 = L2 (R).

Let ξ ∈ L2 (R), and assume that ξ(x) =
∑

k bk

{

ϕ
(k)
ν (x)

}

, bk ∈ C, x ∈ R

By applying the Hankel transform Hν( · , t) to both sides of the above equal-
ity and using the definition of ϕ we get for t ≥ 0, x ∈ R:

Hν(ξ(x), t) =
∑

k

bkHν (ϕ (x− k)xν , t) (18)
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=
∑

k

bkHν (h (k + 1 − x)xν , t) −
∑

k

bkHν (h (k − x)xν , t)

=

[

∑

k

bk (k + 1)
ν+1

Jν+1 (t (k + 1)) −
∑

k

bkk
ν+1Jν+1 (tk)

]

× H0

(

1

x
, t

)

.

All series converge in L2 (R)
To write the above expression in a more compact form we use the addition

formula for Bessel functions

Jn (x+ y) =

∞
∑

k=−∞

Jk (x) Jn−k (y) .

Then we get

Hν (ξ (x) , t) =
∑

k

bk

[

(k + 1)
ν+1

Jν+1 (kt+ t) − kνJν+1 (kt)
]

H0

(

1

x
, t

)

=
∑

k

bk

[

(k + 1)
ν+1

∑

h

Jh (tk) Jν+1−h (t) − kνJν+1 (kt)

]

× H0

(

1

x
, t

)

. (19)

Define

m0 (t) =
∑

k

bk

[

(k + 1)
ν+1

∑

h

Jh (tk) Jν+1−h (t) − kνJν+1 (kt)

]

. (20)

Here we consider L2 (R, µ) with dµ(x) = x dx. By using the Plancherel Theo-
rem, and the orthogonality of the Haar functions, we get

δk,0

2 (ν + 1)
=

∫ ∞

0

ϕ(k)
ν (x)ϕ(0)

ν (x) x dx (21)

=

∫ ∞

0

[Hν (xν [h (k + 1 − x) − h (k − x)] , t) (22)

× Hν (xν [h (1 − x) − h (−x)] , t)] t dt

=
∑

j∈Z

∫ j+1

j

[Hν(xν [h(k + 1 − x) − h(k − x)], t)

× Hν(xν [h(1 − x) − h(−x)], t)]t dt.

Thus the latter, upon a change of variables, can be rewritten as
∫ 1

0

∑

j∈Z

[Hν(xν [h(k+1−x)−h(k−x)], t+j)Hν(x
ν [h(1−x)−h(−x)], t+j)](t+j) dt.

(23)
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We used the following obvious fact:

1

2 (ν + 1)
=

∫ 1

0

dt

2 (ν + 1)
. (24)

On comparing (24) and (23) for k = 0, we get

∑

j∈Z

H2
ν (xν [h (1 − x) − h (−x)] , t+ j) − 1

2 (ν + 1)
= 0, Lebesgue a.e.

On the other hand, in view of (21), (20), (19) and (18) the left-hand side of this
equality can be rewritten in terms of m0 as follows

∑

j∈Z

|m0 (t+ j)|2 |H0 (1/z, t+ j)|2 =
1

2 (ν + 1)
, Lebesgue a.e.

To get a direct connection with representations of Oν+1, we need to consider
our new multiresolutions on the complex plane C. Assume ϕ to be a step
function on C, defined for |z| ≤ 1 by

ϕ
(

|z| ei Arg(z)
)

=

{

1 if 0 ≤ Arg (z) ≤ α,
0 otherwise,

where α = 2π
m , for a fixed m ∈ N. With k,m ∈ N, 1 ≤ N ≤ m take then V0 to

be the span of {ϕ [(|z|+ k) exp (i (Arg (z) +Nα))]}. Let

Uξ (z) = (ν + 1)−1/2 ξ

(

z

ν + 1

)

(25)

be the scaling operator. For j ∈ Z let Vj be the closed span in L2 (C, ν) of
{

ϕ

[(

|z|
(ν + 1)

j + k

)

ei(Arg(z)+Nα)

]}

k∈Z, 1≤N≤m

,

Consider L2 (C, ν) where the measure ν (z) = zν dz, and dz denotes the
planar measure on C. Assume Uϕ ∈ V0, i.e.,

(Uϕ) (z) =
∑

k

akϕ [(|z| + k) exp (i (Arg (z) +Nα))] , k ∈ Z

Proposition 1 With the assumptions above, the properties i)–iv) of a multires-
olution are satisfied.

Proof. i) follows from the fact that the ϕ’s have disjoint support on
L2 (C, ν). ii) holds for Haar functions and iii) follows from i). By the den-
sity of step functions in L2 (C, ν) also iv) follows.

If ξ ∈ V−j and ν 6= −1, then U jξ ∈ V0. Since

ϕ ∈ V0 ⊂ V−1 and

{

ϕ

[( |z|
ν + 1

+ k

)

exp (i (Arg (z) +Nα))

]}
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are orthonormal in V−1, we have

ϕ(z) =
∑

k

akϕ

[( |z|
ν + 1

+ k

)

exp (i (Arg (z) +Nα))

]

, z ∈ C,

so by applying the Hankel transform of order ν , we get

Hν

(

ϕ

[( |z|
ν + 1

+ k

)

exp (i (Arg (z) +Nα))

]

; t

)

= m0 (t)H0

(

1

z
; t

)

.

Using the orthogonality of ϕ [(|z| + k) exp (i (Arg (z) +Nα))]k∈Z
in L2 (C, ν)we

have

〈ϕ(k,N) | ϕ(0,0)〉 ≡
∫∫

C

ϕ(k,N) (z)ϕ(0,0) (z)z dµ (z) (26)

=

∫ ∞

0

∫ 2π

0

ϕ [(|z| + k) exp (i (Arg (z) +Nα))]

× ϕ [|z| exp (iArg (z))]

× |z|ν+1
exp (iArg (z) (ν + 1)) d |z| dArg (z)

=

∫ 1

0

|z|ν+1
δk,0 d |z|

∫ α

0

exp (iArg (z) (ν + 1))

× δN,0 dArg (z)

=
1

ν + 2
δk,0

eiα(ν+1) − 1

i (ν + 1)
δN,0.

By the Plancherel theorem, we then have

1

ν + 2
δk,0

eiα(ν+1) − 1

i (ν + 1)
δN,0 =

∫∫

C

Hν

(

ϕ(k,N) (z) ; t
)

Hν

(

ϕ(0,0) (z) ; t
)

t dν (t) .

The left-hand side can then be rewritten as
∫ 1

0

∫ α

0

Hν

(

ϕ(k,N) (z) ; t
)

Hν

(

ϕ(0,0) (z) ; t
)

tν+1 dt dArg (t) .

Upon a change of variable letting θ = Arg (t+ 2πj), the latter equals

∫ 1

0

|t|ν+1 d |t|
∫ α

0

ei2π(ν+1)
∑

j

Hν

(

ϕ(k,N) (z) ; |t| eiθ
)

Hν

(

ϕ(0,0) (z) ; |t| eiθ
)

dθ.

Comparing the previous two formulae for k = N = 0 we get

∑

j

∣

∣

∣Hν

(

ϕ(0,0); |t| eiθ
)∣

∣

∣

2

− 1

ν + 2

eiα(ν+1) − 1

i (ν + 1)
= 0 for Lebesgue a.e.

Rewriting the above in terms of m0 we have

∑

j

∣

∣m0

(

te2πij
)∣

∣

2
∣

∣

∣

∣

H0

(

1

z
; |t| eiθ

)∣

∣

∣

∣

2

=
1

ν + 2

eiα(ν+1) − 1

i (ν + 1)
,
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since

∫ 1

0

|t|ν+1
d |t|

∫ α

0

ei2π(ν+1)
∑

j

∣

∣m0

(

te2πij
)∣

∣

2
∣

∣

∣

∣

H0

(

1

z
; |t| eiθ

)∣

∣

∣

∣

2

dθ

=

∫ 1

0

|t|ν+1 d |t|
∫ α

0

ei2π(ν+1)
∑

j

∣

∣m0

(

te2πij
)∣

∣

2 1

|t|2
dθ

=

∫ 1

0

|t|ν−1
d |t|

∫ α

0

ei2π(ν+1)
∑

j

∣

∣m0

(

te2πij
)∣

∣

2
dθ.

From (26) we get

∫ 1

0

|t|ν−1
d |t|

∫ α

0

ei2π(ν+1)
∑

j

∣

∣m0

(

te2πij
)∣

∣

2
dθ =

δk,0

ν + 2

eiα(ν+1) − 1

i (ν + 1)
δN,0

=
ν

ν + 2

∫ 1

0

|t|ν−1
d |t|

×
∫ α

0

eiθ(ν+1) dθ.

Thus
(

1

ν + 1

)

∑

j

∣

∣

∣m0

(

te2πij/(ν+1)
)∣

∣

∣

2

=
ν

ν + 2
. (27)

Set c = ν
ν+2 ; then

(

1
c(ν+1)

)

∑

j

∣

∣m0

(

te2πij/(ν+1)
)∣

∣

2
= 1. 2

In fact, as in Ref. [1], Thm. 5.1.1, we have proved a part of the following
result.

Theorem 2 If the ladder of the closed subspaces {Vj}j∈Z
in L2 (C, ν) satis-

fies properties i)–iv), then there exists an associated orthonormal wavelet basis
{ψjk : j, k ∈ Z} for L2 (C, ν) such that

(Uϕ) (z) =
∑

k

akϕ [(|z| + k) exp (i (Arg (z) +Nα))]

holds. One possibility for construction of the wavelet corresponding to ϕ is that

Hν (ϕ [(|z| + k) exp (i (Arg (z) +Nα))] ; (ν + 1) t) = m0 (t)H0

(

1

z
; t

)

be satisfied.

Completion of proof. . We observe that the Bessel functions have a “multi-
plicative periodicity” on the unit circle in the following sense:

Jν

(

zeπik
)

= eπikνJν (z)
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From the above (27), this implies that

c−1
ν
∑

j=0

∣

∣

∣m0

(

ze2πij/(ν+1)
)∣

∣

∣

2

= (ν + 1) .

Given m0 satisfying (27) there exists {mi, i = 1, . . . , ν} from Corollary 4.2
of Ref. [3] such that

ν
∑

j=0

c−1mk (z exp (2πij/ (ν + 1)))mk′ (z exp (2πij/ (ν + 1))) = δkk′ (ν + 1) .

Thus, reformulating the orthogonality conditions in L2 (C, ν), we get that the
following matrix,

M (z) =
1

√

c (ν + 1)











m0 (σ0 (z)) m0 (σ1 (z)) . . . m0 (σν (z))
m1 (σ0 (z)) m1 (σ1 (z)) . . . m1 (σν (z))

...
...

. . .
...

mν (σ0 (z)) mν (σ1 (z)) . . . mν (σν (z))











,

is unitary for Lebesgue almost all z ∈ C.
Let Oν+1 be the C∗-algebra generated by ν + 1 isometries S0, S1, . . . , Sν ,

ν ∈ N satisfying:

S∗
i Sj = δi,j1,

ν
∑

i=0

SiS
∗
i = 1.

The representations we consider are now realized on the Hilbert space H =
L2 (C, ν) where the measure ν is given by dν (z) = zν dz.

As in Ref. [18] the representation of the Cuntz algebra is defined in terms of
certain maps

σi: Ω −→ Ω,

such that µ (σi (Ω) ∩ σj (Ω)) = 0 for i 6= j, as in (13), and of measurable
functions m0, . . . ,mν :C −→ C. Also we have, for L2 (C, ν):

∫

C

f (z) dν (z) =
∑

r∈Zν+1

ρr

∫

C

f (σr (z)) dν (z) , (28)

where {ρr} is a (finite) probability distribution on the cyclic group Zν+1.
The representations take the following form on L2 (C, ν)

(Skξ) (z) = mk (z) ξ
(

zν+1
)

, ξ ∈ L2 (C, ν) :

where the functions mk are obtained from the above multiresolution construc-
tion. It is easy to verify that Sk is a representation of Oν+1, z ∈ C and that

(S∗
kξ) (z) =

∑

r∈Zν+1

c−1ρrmk (σr (z))ξ (σr (z)) .
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In fact we have

(S∗
kSk′ξ) (z) =

∑

r∈Zν+1

c−1ρrmk (σr (z))mk′ (σr (z)) ξ (σσr (z))

= δk,k′ξ (z) ,

by the unitarity of the matrix M (z). Similarly we may verify that

∑

k∈Zν+1

(SkS
∗
kξ) (z) = ξ (z) , ξ ∈ L2 (C, ν)

As a result, we then have indeed a representation of Oν+1. 2

4 A q-parametric construction of m0

Let us now turn to a q-parametric construction of m0. We start by giving
a q-extension of the Hankel Fourier-Bessel integral. We use the orthogonality
relations from the following result (Theorem 3.10, p. 35 of Ref. [15]) and [21].

Theorem 3 For x ∈ C and |x| < q−
1
2 , n,m ∈ Z, 0 < q < 1,we have

δm,n =
∞
∑

k=−∞

xk+nq
1
2 (k+n)

(

x2q; q
)

∞

(q; q)∞
Φ1,1

(

0
x2q

∣

∣

∣

∣

q, qn+k+1

)

×xk+mq
1
2 (k+m)

(

x2q; q
)

∞

(q; q)∞
Φ1,1

(

0
x2q

∣

∣

∣

∣

q, qm+k+1

)

where the sum is absolutely convergent, uniformly on compact subsets of the
open disk |x| < q−1/2.

We prove that the orthogonality relation of the above theorem is a q-analogue
of the Hankel Fourier-Bessel integral (16). To simplify notations, we replace q
by q2 and x by qα. For Re (α) > −1 this gives

δm,n =
∞
∑

k=−∞

q(α+1)(k+n)

(

q2α+2; q2
)

∞

(q2; q2)∞
Φ1,1

(

0
q2α+2

∣

∣

∣

∣

q2, q2n+2k+2

)

(29)

×q(α+1)(k+n)

(

q2α+2; q2
)

∞

(q2; q2)∞
Φ1,1

(

0
q2α+2

∣

∣

∣

∣

q2, q2n+2k+2

)

.

Now rewrite (29) as the transform pair

g (qn) =
∞
∑

k=−∞

q(α+1)(k+n)

(

q2α+2; q2
)

∞

(q2; q2)∞

× Φ1,1

(

0
q2α+2

∣

∣

∣

∣

q2, q2n+2k+2

)

f
(

qk
)

,
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f
(

qk
)

=

∞
∑

k=−∞

q(α+1)(k+n)

(

q2α+2; q2
)

∞

(q2; q2)∞

× Φ1,1

(

0
q2α+2

∣

∣

∣

∣

q2, q2n+2k+2

)

g (qn) ,

where f, g are L2-functions on the set
{

qk : k ∈ Z
}

with respect to the counting
measure. Insert in the above formulae Jα (x; q), i.e., the q-Bessel function given
by

Jα (x; q) =

(

qα+1; q
)

∞

(q; q)∞
xα

∞
∑

k=0

(−1)k q
(

k+1
2

)

x2k

(qα+1; q)k (q; q)k

=

(

qα+1; q
)

∞

(q; q)∞
xαΦ1,1

(

0
qα+1

∣

∣

∣

∣

q, x2q

)

, x ∈ R

instead of
(qα+1;q)

∞

(q;q)
∞

xαΦ1,1 and replace f
(

qk
)

and g (qn) respectively by qkf
(

qk
)

and qng (qn). This implies that xf (x) and xg (x) have to be L2-functions respect
to the dq measure on the set

{

qk : k ∈ Z
}

, see [21]. Hence we have

g (qn) =

∞
∑

k=−∞

q2kJα

(

qk+n; q2
)

f
(

qk
)

, (30)

f
(

qk
)

=

∞
∑

n=−∞

q2nJα

(

qk+n; q2
)

g (qn) ,

and the result follows.

Remark 4 When q −→ 1 with the condition

log (1 − q)

log q
∈ 2Z,

we can replace qk and qn in (30) by (1 − q)
1
2 qk and (1 − q)

1
2 qn respectively. By

using the following q-integral notation, [21], [15]

∫ ∞

0

f (t) dqt = (1 − q)
∞
∑

k=−∞

f
(

qk
)

qk, (31)

then (30) takes the form

g (λ) =

∫ ∞

0

f (x) Jα

(

(1 − q) λx; q2
)

x dq (x) ,

f (x) =

∫ ∞

0

g (λ) Jα

(

(1 − q) λx; q2
)

λ dq (λ) ,
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where λ in the first identity, and x in the second identity, take the values qn,
n ∈ Z. For q −→ 1 we therefore obtain, at least formally, the Hankel transform
pair

g (λ) =

∫ ∞

0

f (x) Jα (λx) x dx,

f (x) =

∫ ∞

0

g (λ) Jα (λx) λ dλ.

We construct a q-analogue of a multiresolution via q-Hankel transforms. To
achieve that, let us proceed as we did in the previous section; but now we replace
the Hankel transform by the deformed one using a q-measure. Let us consider as
before the space L2 (C), but with the measure dν (z) replaced by the q-measure
dνq (z), i.e., dµq (z) = zν dq (z), see [15],[21]. Assume ϕ to be the function on C

defined for |z| ≤ 1 by

ϕ
(

|z| ei Arg(z)
)

=

{

1 if 0 ≤ Arg (z) ≤ α,
0 otherwise,

where α = 2π
m , m ∈ N. Take then V0 to be the closed span in L2 (C, νq (z)) of

{ϕ [(|z| + k) exp (i (Arg (z) +Nα))]}, with k,m ∈ Z, 1 ≤ N ≤ m. Let U be the
scaling operator (25). Let

Vj = span

{

ϕ

[(

|z|
(ν + 1)

j + k

)

ei(Arg(z)+Nα)

]}

j∈Z, 1≤N≤m

.

Let ξ be a function on L2 (C, νq (z)) given by

ξ (z) =
∑

k

ak {ϕ [(|z| + k) exp (i (Arg (z) +Nα))]} .

Assume Uϕ ∈ V0, i.e.,

(Uϕ) (z) =
∑

k

akϕ [(|z|+ k) exp (i (Arg (z) +Nα))] .

Proposition 5 With the assumptions above, we conclude that the properties
i)–iv) of a multiresolution are satisfied.

Proof. i) follows from the fact that the ϕ’s have disjoint support on
L2 (C, νq). ii) holds as before and iii) follows from i). By the density of step
functions on L2 (C, dνq) also iv) follows.

If ξ ∈ V−j then U jξ ∈ V0. By applying the q-Hankel transform of order ν
we get

Hq
ν (ϕ [(|z| + k) exp (i (Arg (z) +Nα))] ; t) = m0 (t)Hq

0

(

1

z
; t

)

,
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where we denote by Hq
ν (z; t) the q-Hankel transform to avoid confusion wth the

usual non deformed transform. The Plancherel Theorem for Hankel transforms
extends in a natural way to the case of q-Hankel transforms where it takes the
following form:

∫∫

C

tF (t)G (t) dνq (t) =

∫∫

C

zf (z) g (z) dνq (z) ,

where dνq (z) is the q-measure (31).
Then by using the orthogonality of ϕ [(|z|+ k) exp (i (Arg (z) +Nα))]k∈Z

and the following fact:

∫ 1

0

|z|ν+1
dq |z| =

1 − q

1 − qν+2
, 0 < q < 1

we have

〈ϕ(k,N) | ϕ(0,0)〉 ≡
∫∫

C

ϕ(k,N) (z)ϕ(0,0) (z)z dµq (z) (32)

=

∫ ∞

0

∫ 2π

0

ϕ [(|z| + k) exp (i (Arg (z) +Nα))]

× ϕ [|z| exp (iArg (z))]

× |z|ν+1 exp (iArg (z) (ν + 1)) d |z| dArg (z)

=

∫ 1

0

|z|ν+1
δk,0 d |z|

×
∫ α

0

exp (iArg (z) (ν + 1)) δN,0 dArg (z)

=
1 − q

1 − qν+2
δk,0

eiα(ν+1) − 1

i (ν + 1)
δN,0.

By the Plancherel theorem, we then have

1 − q

1 − qν+2
δk,0

eiα(ν+1) − 1

i (ν + 1)
δN,0

=

∫∫

C

Hq
ν

(

ϕ(k,N) (z) ; t
)

Hq
ν

(

ϕ(0,0) (z) ; t
)

t dνq (t) .

The left-hand side can then be rewritten as
∫ 1

0

∫ α

0

Hq
ν

(

ϕ(k,N) (z) ; t
)

Hq
ν

(

ϕ(0,0) (z) ; t
)

tν+1 dqt dArg (t) .

Upon a change of variable setting θ = Arg (t+ 2πj),j ∈ Z the latter expression
is equal

∫ 1

0

|t|ν+1
dq |t|

∫ α

0

eiθ(ν+1)
∑

j

Hq
ν

(

ϕ(k,N) (z) ; |t| eiθ
)

Hq
ν

(

ϕ(0,0) (z) ; |t| eiθ
)

dθ.
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Comparing the previous two formulae for k = N = 0 we get

∑

j

∣

∣

∣
Hq

ν

(

ϕ(0,0); |t| eiθ
)∣

∣

∣

2

− 1 − q

1 − qν+2

eiα(ν+1) − 1

i (ν + 1)
= 0 νq − a.e.

Rewriting the above in terms of m0 we have

∑

j

∣

∣m0

(

te2πij
)∣

∣

2
∣

∣

∣

∣

Hq
0

(

1

z
; |t| eiθ

)∣

∣

∣

∣

2

=
1 − q

1 − qν+2

eiα(ν+1) − 1

i (ν + 1)
.

From (32) we have

∫ 1

0

|t|ν−1
dq |t|

∫ α

0

eiθ(ν+1)
∑

j

∣

∣m0

(

te2πij
)∣

∣

2
dθ

=
1 − q

1− qν+2
δk,0

eiα(ν+1) − 1

i (ν + 1)
δN,0

=
1 − qν

1 − qν+2

∫ 1

0

|t|ν−1 dq |t|
∫ α

0

eiθ(ν+1) dθ,

thus
(

1

ν + 1

)

∑

j

∣

∣

∣m0

(

te2πij/(ν+1)
)∣

∣

∣

2

=
1 − qν

1 − qν+2
.

Set cq = 1−qν

1−qν+2 ; thus we get 1
cq(ν+1)

∑

j

∣

∣m0

(

te2πij/(ν+1)
)∣

∣

2
= 1.

We notice that the Bessel functions have a “multiplicative periodicity” on
the unit circle in the following sense:

Jν

(

zeπik
)

= eπikνJν (z) .

This implies that

c−1
q

ν
∑

j=0

∣

∣

∣
m0

(

te2πij/(ν+1)
)∣

∣

∣

2

= (ν + 1) .

Thus a q-analogue of Theorem 2 holds. As in the previous section we construct
representations of the Cuntz algebra in terms of the functionsmi whose existence
is guaranteed from Corollary 4.2 of Ref. [3].

As before we construct representations of the algebra Oν+1 associated to
the above multiresolution for the q-deformed case. The representations are
realized on a Hilbert space H = L2 (C, dνq) where the measure is given by
dνq (z) = zν dqz. 2

We now turn to the representation of the Cuntz algebra Oν+1. It is given in
terms of certain maps

σk: Ω −→ Ω, σk (z) = σ0 (z) eik2π/(ν+1), ν ∈ N (33)
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where
σ0 (z)

ν+1
= z, z ∈ C,

such that µq (σi (Ω) ∩ σj (Ω)) = 0 for i 6= j. Also, for f ∈ L2 (C, dνq)

∫

C

f (z) dνq (z) =
∑

r∈Zν+1

ρr

∫

C

f (σr (z)) dνq (z) . (34)

In fact, we have µq (σr (E)) = ρrµq (E), for Borel subsets E ⊂ C.
The representation takes the following form on L2 (C, dνq):

(Skξ) (z) = mk (z) ξ
(

zν+1
)

,

where the functions mk are obtained from the above multiresolution construc-
tion. Then we have

(S∗
kξ) (z) =

∑

r∈Zν+1

c−1
q ρrmk (σr (z))ξ (σr (z)) .

Thus:

(S∗
kSk′ξ) (z) =

∑

r∈Zν+1

c−1
q ρrmk (σr (z))mk′ (σr (z)) ξ (σσr (z))

= δk,k′ξ (z) ,

by the unitarity of the matrix M (z). We have used the convention σ (z) = zν+1

and the fact that σ ◦ σr = id for all r. It is easy similarly to verify that

∑

k∈Zν+1

(SkS
∗
kξ) (z) = ξ (z) .

As a result, we then have a representation of Oν+1.

5 Multiresolution analysis

We study now a particular case of a construction of a multiresolution. We then
see how to construct a representation of the Cuntz algebra. It is interesting to
see that for the corresponding representation so constructed we get a q-number
related to the modulus of a Markov trace [27] for compact quantum groups of
type B.[29]

Let us consider

V0 = closed span
{[

h
(

qk − z
)

− h
(

qk+1 − z
)]}

k∈Z
, 0 < q < 1

Consider the step function given by

ϕ(k)
ν (z, q) =

[

h
(

qk − z
)

− h
(

qk+1 − z
)]

. (35)
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Set

[ν + 1]q2 =
1 − q2(ν+1)

1 − q2

and define the scaling

Uf (z) = (ν + 1)
− 1

2 f
(

(ν + 1)
−1
z
)

, f ∈ L2 (C, νq)

Assume Uϕ
(k)
ν ∈ V0, then

Uϕ(k)
ν (z, q) =

∑

k

ak

[

h
(

qk − z
)

− h
(

qk+1 − z
)]

.

It follows

U jϕ(k)
ν (z, q) =

∑

k

ak

[

h

(

qk − z

(ν + 1)
j

)

− h

(

qk+1 − z

(ν + 1)
j

)]

.

Let Vj = U jV0, so that if f ∈ Vj , U
−jf ∈ V0. The set

{

ϕ
(k)
ν

}

k∈Z
is an

orthonormal set in L2 (C). In fact

h
(

qk − z
)

− h
(

qk+1 − z
)

=

{

1 if qk+1 < |z| < qk,
0 otherwise,

are defined for qk+1 < |z| < qk in the annulus of r = qk+1, R = qk. It follows

that the set (35)
{

ϕ
(k)
ν (z, q)

}

k∈Z

is orthogonal in L2 (C) since the functions

ϕ
(k)
ν have disjoint support. Actually the set is orthogonal in L2 (T) since for

k −→ ∞, we have qk −→ 0, and for k −→ 0, we have qk −→ 1. Let

ξ (z) =
∑

k

ak

[

h
(

qk − z
)

− h
(

qk+1 − z
)]

. (36)

By applying the q-Hankel transform ξ → ξ̂ to both sides of (36) we get then

ξ̂ (t) =
∑

k

akH
q
ν

[(

h
(

qk − z
)

− h
(

qk+1 − z
))

; t
]

,

which implies

ξ̂ (t) = Hq
0

(

1

z
; t

)

×
[

∑

k

ak

(

qk(ν+1)Jν+1

(

(1 − q) tqk; q
)

− q(k+1)(ν+1)Jν+1

(

(1 − q) tqk+1; q
)

)

]

=

[

∑

k

akq
k(ν+1)

]

[

Jν+1

(

(1 − q) tqk; q
)

− qν+1Jν+1

(

(1 − q) tqk+1; q
)]

×Hq
0

(

1

z
; t

)

.
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Using the Plancherel theorem for q-Hankel transforms and orthogonality of
{

ϕ
(k)
ν

}

k∈Z

as before, since we have

δk,0 = 1 =
1

1 − q

∫ 1

q

t dqt,

the left-hand side becomes then

0 =

∫ 1

q





∑

j∈Z

q2jHq
ν

((

h
(

qk − z
)

− h
(

qk+1 − z
)

; qjs
))

× Hq
ν ((h (1 − z) − h (q1 − z) ; qjs)) − 1

1− q2(ν+1)

]

s dqs,

so that almost everywhere with respect to dq ,

∑

j∈Z

q2jHq
ν

((

h
(

qk − z
)

− h
(

qk+1 − z
)

; qjs
))

× Hq
ν ((h (1 − z) − h (q1 − z) ; qjs)) =

1

1 − q2(ν+1)
.

Now we have by using the above

∑

j∈Z

q2jHq
ν

((

h
(

qk − z
)

− h
(

qk+1 − z
)

; qjt
))

× Hq
ν ((h (1− z) − h (q1 − z) ; qjt)) =

∑

j∈Z

∣

∣m0

(

tqj
)∣

∣

2
∣

∣

∣

∣

Hq
0

(

1

z
; tqj

)∣

∣

∣

∣

2

.

Hence we have:

∑

j∈Z

∣

∣m0

(

tqj
)∣

∣

2
∣

∣

∣

∣

Hq
0

(

1

z
; tqj

)∣

∣

∣

∣

2

=
1

1 − q2(ν+1)
.

By a similar argument as above we get the special property for the function
m0:

∑

j∈Z

∣

∣m0

(

tqj
)∣

∣

2
∣

∣

∣

∣

Hq
0

(

1

z
; tqj

)∣

∣

∣

∣

2

=
1

1 − q2(ν+1)
. (37)

Observe that in this case since q ≤ |t| ≤ 1 and then from q ≤ q1−j ≤ |t| q−j ≤
q−j ≤ 1 we have |t| ≤ qj ≤ 1 and then

j ≤ log |t|
log q

.
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For |t| = q, j = 1 and for |t| = 1, j = 0. Hence the sum in (37) reduces to a finite
sum, by using a similar argument as for the Haar wavelet multiresolution.[1] For
a scale ν + 1, ν ∈ N we thus have

ν
∑

j=0

∣

∣m0

(

tqj
)∣

∣

2
∣

∣

∣

∣

Hq
0

(

1

z
; tqj

)∣

∣

∣

∣

2

=
1

1 − q2(ν+1)
.

In this case we should note that
∣

∣H0

(

1
z ; tqj

)∣

∣

2
= q−2j . Thus it follows:

ν
∑

j=0

q−2j
∣

∣m0

(

tqj
)∣

∣

2
=

1

1 − q2(ν+1)
.

Set dq = 1
1−q2(ν+1) ; then d−1

q

∑ν
j=0 q

−2j
∣

∣m0

(

tqj
)∣

∣

2
= 1.

With the function m0 given choose m1, . . . ,mν in L2 (T,, νq) such that

ν
∑

j=0

q−2jmr

(

tqj
)

mr′ (tqj) = δr,r′

1

1 − q2(ν+1)
. (38)

Define the functions ψ1, ψ2, . . . , ψν by the formula:

Hq
ν

(

ψ(j,m)
r (z) ; t (ν + 1)

)

= mr (t)Hq
0

(

1

z
; t

)

. (39)

Concretely the functions in (39) are ψ
(j,m)
r (z) = ψr

(

(ν + 1)
−m

z − qj
)

.

Then using (38) and (39) it follows that

{

(ν + 1)
−m
2 ψ(j,m)

r (z)
}

j,m

is an orthogonal basis for the space V−1 ∩V ⊥
0 and then by iii) and iv) they form

an orthogonal basis for L2 (C, νq).

Now reformulating (38), the orthonormality of
{

(ν + 1)
−m
2 ψ

(j,m)
r (z)

}

j,m
is

equivalent to the following matrix M (t) with entries,

1
√

dq (ν + 1)











√
ρ0m0 (σ0 (t))

√
ρ1m0 (σ1 (t)) . . .

√
ρνm0 (σν (t))√

ρ0m1 (σ0 (t))
√
ρ1m1 (σ1 (t)) . . .

√
ρνm1 (σν (t))

...
...

. . .
...√

ρ0mν (σ0 (t))
√
ρ1mν (σ1 (t)) . . .

√
ρνmν (σν (t))











,

being unitary, where ρj = q−2j .
The class of representations of the algebra Oν+1 associated to the above

multiresolution construction is given as in the previous cases in terms of the
functions mi and of the maps σi. The representations are realized on the Hilbert
space H = L2 (C, νq), where as before dνq (z) = zν dqz. A similar construction
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works for the case q = 1 where we use classical Bessel functions and the usual
Hankel transform.

Define the representation of the Cuntz algebra in terms of certain maps
(analogous to (33)):

σi: Ω −→ Ω, σi (z) = σ0 (z) qi,

where
σ0 (z)

ν+1
= z,

such that µq (σi (Ω) ∩ σj (Ω)) = 0 for i 6= j. Hence, the system (13) here will be
the N -sheeted Riemann surface of N

√
z. Also for L2 (C, dνq)

∫

C

f (z) dνq (z) =
∑

r∈Zν+1

ρr

∫

C

f (σr (z)) dνq (z) , (40)

which is the analogue of (28). In fact, µq (σr (E)) = ρrµq (E) with ρi = q−2i,
for Borel sets E ⊂ C.

The representation takes the following form on L2 (C, νq):

(Skξ) (z) = mk (z) ξ
(

zν+1
)

,

where the functions mk are obtained from the above multiresolution construc-
tion. By using (40) we have

(S∗
kξ) (z) =

∑

r∈Zν+1

d−1
q ρrmk (σr (z))ξ (σr (z)) .

Thus:

(S∗
kSk′ξ) (z) =

∑

r∈Zν+1

d−1
q ρrmk (σr (z))mk′ (σr (z)) ξ (σσr (z))

= δk,k′ξ (z) ,

by the unitarity of the matrix M (z). It is easy to verify that

∑

k∈Zν+1

(SkS
∗
kξ) (z) = ξ (z) .

We then have a representation of Oν+1. The interesting feature in this case
is the fact that the q-number

1

1 − q2ν+2
=

1

1 − q2
[ν + 1]

−1
q2

appearing in the orthogonality relations is exactly a multiple of the modulus of
the Markov trace[27] associated to the compact quantum group of type B.
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Then we can perform a Fourier-type analysis over the cyclic group Zν+1

introducing

Ai,j (z) =

(

1

1− q2(ν+1)

)−1
∑

ω:ων+1=z

ω−jmi (ω)

and the inverse transform

mi (z) =

ν
∑

j=0

zjAi,j

(

zν+1
)

.

6 Tight Frames, deformed Tight Frames and rep-

resentations of Oν+1

In this section we construct tight frames giving rise to certain representations
of the Cuntz algebra.

The representations we will consider are realized on a Hilbert space H =
L2 (Ω, µ) where Ω is a measure space and µ is a probability measure on Ω.

A frame is a set of non-independent vectors which can be used to construct
an explicit and complete expansion for every vector in the space. Thus we have
the following definition:

Definition 6 A family of functions {ϕj}j∈J in a Hilbert space H is called a
frame if there exist 0 < A <∞, 0 < B <∞ so that for all f in H we have:

A ‖f‖2 ≤
∑

j∈J

|〈f | ϕj〉|2 ≤ B ‖f‖2
.

We call A and B the frame bounds. If the two frame bounds are equal then
as in Ref. [1] the frame will be called a tight frame. Thus in a tight frame we
have, for all f ∈ H ,

∑

j∈J

|〈f | ϕj〉|2 = A ‖f‖2 ,

where 〈f | ϕj〉 are the Fourier coefficients.
We construct tight frames but instead of a Fourier transform we use the

Hankel transform ( defined in the previous sections). We will see that the
construction will then extend to a q-deformed tight frame.

Let us start with functions m0,m1, . . . ,mν :T → C such that the following
ν + 1× ν + 1 matrix

M (t) =
1√
ν + 1











m0 (σ0 (t)) m0 (σ1 (t)) . . . m0 (σν (t))
m1 (σ0 (t)) m1 (σ1 (t)) . . . m1 (σν (t))

...
...

. . .
...

mν (σ0 (t)) mν (σ1 (t)) . . . mν (σν (t))
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is unitary for almost all z ∈ T. Assume that m0 (0) = 1 and that the following
infinite product:

Hk (ϕ (z) ; t) =

∞
∏

l=1

m0

(

(ν + 1)
−l
t
)

converges pointwise almost everywhere. By Ref. [1] it follows from the condition

ν
∑

j=0

∣

∣m0

(

teπij
)∣

∣

2
= 1

that Hk (ϕ (z) ; t) ∈ L2 (T), and that ‖ϕ‖2 ≤ 1. Let us now define ψ1, ψ2, . . . , ψν

by the formula:

Hk+j

(

ψ(j,m)
r (z) ; t (ν + 1)

)

= mr (t)H0

(

1

z
; t

)

.

Then we have that the system
{

ψ(j,m)
r (z)

}

j,m

is not an orthogonal set with respect to Lebesgue measure on R, so
{

ψ(j,m)
r (z)

}

j,m

is not an orthogonal basis for L2 (R), but only a tight frame in the sense that

∑

m,j,r

∣

∣

∣

∣

〈

f

∣

∣

∣

∣

ψ(j,m)
r (z)

〉∣

∣

∣

∣

= ‖f‖2

for all f ∈ L2 (R).
Let us specialize to the following case on the space L2 (T,µ) with dµ (z) =

z−1 dz:

m0(z) =
∑

k∈Z

bkJk(z) and mr (σj (z)) =
∑

k∈Z

bkJk+r

(

zeπij
)

where σj (z) = σ0 (z) eπij .

The unitarity of the matrix M (z) implies the following conditions:
1. For the diagonal entries we have:

ν
∑

r=0

∣

∣mr

(

zeπir
)∣

∣

2
=

ν
∑

r=0

∑

k,l

bkblJk+r(z)Jl+r(z)e
πir(k−l).

Since we have the following:

∫

|z|=1

ν
∑

r=0

|m0 (σr (z))|2 dµ (z) = 1 =
1

2πi

∫

|z|=1

dµ (z) ,
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for k = l the Residue Theorem gives the following:

1 = (ν + 1)
∑

k

|bk|2
1

(k!2k)
2 .

2. For the off-diagonal entries, i.e., for k′ 6= l′, we have:

ν
∑

r=0

mk′

(

teπir
)

ml′ (teπir) = 0 ;

then we get
∑

k′,l′ bk′cl′ = 0 and then
∑

k′ bk′cn+k′ = 0, l′ = n+k′, by using the
“multiplicative periodicity” of the Bessel functions with respect to the argument.
Define now ψ1, ψ2, . . . , ψν such that

(ν + 1)
1
2 Hk+j (ψr ((z) ; (ν + 1) t)) = mj (t)H0

(

1

z
; t

)

. (41)

( such ψ exist by the above wavelet construction). Then the
{

ψ
(j,m)
r (z)

}

j,m

are not orthogonal in L2 (R) but they satisfy:

∑

m,j,r

∣

∣

∣

∣

〈

f

∣

∣

∣

∣

ψ(j,m)
r (z)

〉∣

∣

∣

∣

= ‖f‖2

for all f ∈ L2 (R). This follows as in Ref. [1], Prop. 6.2.3, from the unitarity of
the matrix of the (mi,j)i,j = (mi (σj (z)))i,j and from the formula (41). It then

follows that the set
{

ψ
(j,m)
r (z)

}

j,m
is a tight frame.

Let us look at the case of the deformed representations of the algebra Oν+1.
See Ref. [30] for a class of deformed representations of the Cuntz algebra related
to the Jackson q-Bessel functions. We consider the space L2 (T,ν) as before,
where we take the measure given by

dν (z) = z−1 dz,

and using the q-Bessel functions previously defined instead of classical Bessel
functions.

Define the operators Sk on L2 (T, dµ) by:

(Skξ) (z) = mk (z) ξ
(

zν+1
)

,

where
m0(z) =

∑

k∈Z

bkJk(z; q)

and
mr (σj (z)) =

∑

k∈Z

bkJk+r

(

zqj ; q
)

.
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Hence we have:

(S∗
kξ) (z) =

∑

r∈Zν+1

ρrmk (σr (z))ξ (σr (z)) .

Thus:

(S∗
kSk′ξ) (z) =

∑

r∈Zν+1

ρrmk (σr (z))mk′ (σr (z)) ξ (σσr (z))

= δk,k′ξ (z)

by using the unitarity of the matrix M (z).

7 Markov chains and representations of ON and

SOq(N)

Let (Ω, F, P ) be a given probability space and let S = ZN be the finite set
0, 1, ...N . An S-valued sequence of random variables ξn, n ∈ N is called an
S-valued Markov chain if for every n ∈ N and all s ∈ S we have:

P (ξn+1 = s | ξ0, . . . ξn) = P (ξn+1 = s | ξn). (42)

where P (ξn+1 = s | ξ0, . . . ξn) denotes the conditional probability of the event
(ξn = s) with respect to the random variable ξn and respectively to the field
generated by the ξn which we denote by σ(ξn). Similarly, P (ξn+1 = s | ξ0, . . . ξn)
is the conditional probability of ξn+1 = s with respect to σ(ξ0, . . . ξn), the σ-
field generated by ξ0, . . . ξn Formula (42)is the Markov property of the chain ξn,
n ∈ N. The set S is called the state space and the elements of S are called
the states. We construct a model associated to representations of the Cuntz
algebra ON which is a Markov chain. The transition probabilities depend on
a parameter 0 < q < 1. The Markov chain P gives rise to a random walk on
the quantum group SOq(N). Let us start by constructing the Markov chain we
are interested in. Denote by M := {ξn} the following process where the ξn are
random variables with state space S = ZN = 0, . . . , N . We define the following
transition probabilities:

p(r | s) = P (ξ1 = r | ξ0 = s). (43)

as in the following transition matrix:

P = ([N ]q)
−1











q qN qN−1 . . . q2

q2 q qN . . . q3

...
...

...
...

qN qN−1 qN−2 . . . q











The matrix P is doubly stochastic since
∑

s∈S

p(r | s) = 1
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and
∑

r∈S

p(r | s) = 1

The Markov property is clearly satisfied by construction. The transition
probabilities can be written as

p(r | s) = qσs(r)

where σs(r) = N + r − s+ 1 mod N

8 Iterated subdivisions and projection valued

measures

Let us consider the family of representations of the Cuntz algebra ON where
N = ν + 1 previously constructed. A given representation of ON restricted to
its canonical maximal abelian subalgebra C(X) for X a Gelfand space induces
naturally a projection-valued measure on X . The isometries generating ON

provide subdivisions of the Hilbert space H in view of

S∗
i Sj = δij1

and

N
∑

i=0

SiS
∗
i = 1.

In particular for every k ∈ N the subspaces :

H(a1, a2, . . . , ak) := Sa1Sa2 . . . Sak
H (44)

are mutually orthogonal and

∑

i1,i2,...,ik

H(a1, a2, . . . , ak) := H (45)

If f ∈ H and ‖f‖ = 1 then

µf (.) :=< f,E(.)f >= ‖E(.)f‖ (46)

is a probability measure on the unit interval [0, 1]. We want to specialize
E(.) to our case and compute this measure which turns out to be related
to the Markov chain constructed before. Let us observe that the index la-
bels (a1, a2, . . . , ak) are used to assign N -adic partitions (e.g. the intervals
[

a1

N + . . .+ ak

Nk ,
a1

N + + . . .+ ak

Nk + 1
Nk

]

), then we have the mapping

(a1, . . . , ak) → H(a1, a2, . . . , ak) (47)

26



where the (a1, a2, . . . , ak) ∈ {(0, 1, . . . , N)} and the length of the interval is 1
Nk .

These partitions are a special case of endomorphisms

σ : X → X (48)

where X is a compact Hausdorff space and σ is continuous and onto. Then
for every x ∈ X we have that card(σ−1(x)) = {x ∈ X/σ(y) = x} = N . There
exists branches of the inverse, i.e. maps

σ0, . . . , σN−1 : X → X (49)

such that
σ ◦ σi = 1X (50)

for each 0 ≤ i < N the above intervals written in terms of the maps are:

Ik(a) =

[

a1

N
+

a2

N2
+ . . .+

ak

Nk
,
a1

N
+

a2

N2
+ . . .+

ak

Nk
+

1

Nk

]

= σa1 ◦ σa2 . . . ◦ σak
(X)

The system σa = σa1 ◦σa2 . . .◦σak
forms a set of branches for σk = σ ◦σ . . .◦σ.

and is called an N - adic systems of partitions of X . Thus for every k ∈ Z+

{Jk (a)} is a partition indexed by a ∈ Γk
N : ΓN × ΓN × . . .× ΓN . On the other

hand, given an Hilbert space H , a partition of projections in H is a system
P (i)i∈I of projections, i.e. P (i) = P (i)

∗
= P (i)

2
such that

P (i)P (j) = 0

if i 6= j and
∑

i∈I

P (i) = 1H

Let N ∈ N, N ≥ 2. Suppose that for every k ∈ N, there is a partition of
projections Pk(a)a∈Γk

N
such that every Pk+1(a) is contained in some Pk+1(b)

i.e. Pk(b)Pk+1(a) = Pk+1(a) then Pk(a)a∈Γk
N

is a system of partitions of

1H . By Lemma 3.5 [28] given an N -adic system of projections of X and
Pk(a)k∈Z+,a∈Γk

N

an N adic system of projections there is a unique normal-

ized orthogonal projection-valued measure E(.) defined on the Borel subsets of
X with values in the orthogonal projections of H such that E(Jka) = Pk(a)
for every k ∈ Z+, a ∈ Γk

N . Let Si be a representation of ON on H and let
a = (a1, a2, . . . , ak) ∈ Γk

N and Sa := S(a1) . . . S(ak) then Pk(a) = S(a)S
∗
(a). As-

suming then unitarity condition on the filters mj we get

µf (Ik(a)) = |E(Ik(a))|2 =
∣

∣S(a)S(a)∗f
∣

∣

2

=< f, S(a)S
∗
(a)f >=

∥

∥

∥S∗
(a)f

∥

∥

∥

2

=
∑

∣

∣

∣< en, S
∗
(a)f >

∣

∣

∣

2

=
∑

∣

∣< S(a)en, f >
∣

∣

2
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Using Plancherel theorem for Hankel transforms for a = a1 we get that

µf (I1(a)) =
∑

j∈ZN

∣

∣< Hqψa(z), qjtN, f >
∣

∣

2
=
(

[N ]
2
q

)−1

(51)

Choosing 2j = N − r− s+ 1 mod N we get that < Sa(j)
en, f > gives transition

probabilities of the Markov chain constructed in the previous section.

9 Markov trace and representations of the braid

group B∞

Let F be a category whose objects we denote by ρ, σ, τ, . . .. The set of arrows
between a pair ρ, σ of objects will be denoted by (ρ, σ) and the identity of ρ by
1ρ. A BWM symmetry is a linear operatorG on ρ⊗ρ satisfying the Yang–Baxter
equation

G1G2G1 = G2G1G2,

and the following BWM condition: let E = 1 − (q − q−1)−1(G−G−1). Then

EG = p−1E, EGE = pE, EG−1E = p−1E,

where p, q ∈ C−{0} (to be specified later) and G satisfy the cubic equation

(G− q)(G + q−1)(G− p−1) = 0.

Then E is a complex multiple of a projection:

E2 = (1 + (p− p−1)(q − q−1)−1)E.

In particular for our purpose let us consider (F , G) a braided tensor C*-category
associate to the quantum group SO(N) [29]. Let g ∈ B∞ be an element of the
infinite braid group and let p = p(g) be its associated permutation written as
a product of disjoint cycles of length k1, . . . , km with k1 + k2 + . . . + km = n.
Denote by θ the braiding in the category. Then

ω(n)
(

θ(n)(g)
)

= ϕ(n)θ(n)(g) = dq(ρ)
(m) (

ϕ (θ (ρ, ρ)) ⊗ 1ρn−1

)n
(52)

where ϕ(T ) = C∗ ⊗ 1ρn−1 ◦ 1ρ̄ ⊗T ◦C ⊗ 1ρn−1 , (dq(ρ) = C∗ ◦C, C ∈ (i, ρρ) and

C ∈ (i, ρρ) are intertwiners. For our purpose we let (F , G) be a braided tensor
C*-category associate to the quantum group SO(N) [29] generated by a single
object ρ = H and having conjugate ρ̄. By ω(n) we denote the Markov trace for
the BWM symmetries which has modulus q(2m)(dq(ρ)

(−1) where (dq(ρ) is the
quantum dimension.

For the quantum SO(N) (see [29]), N = 2m + 1, the operator G has the
form

G =
∑

i6=0

(qei,i ⊗ ei,i + q−1ei,−i ⊗ e−i,i) + e0,0 ⊗ e0,0 +
∑

i6=j

ei,j ⊗ ej,i

+(q − q−1)(
∑

i<j

ei,i ⊗ ej,j −
∑

j<i

q
i+j

2 ei,j ⊗ e−i,−j). (53)
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Here {ei,j} is the N × N matrix with 1 in the (i, j) position and 0 elsewhere;
G acts on a finite-dimensional Hilbert space H with basis indexed by I =
{−2m+ 1,−2m+ 3, ... − 3,−1, 0, 1, 3, ..., 2m− 1}. The element E = 1 − (q −
q−1)−1(G−G−1) has the form

E =
∑

i,j

q
i+j

2 ei,j ⊗ e−i,−j .

Then it is easy to see that E2 = xE, x =
∑

i q
i.

By [29]

(i) There exists a faithful Markov trace w given by a left inverse via a con-

jugate C ∈ (i, ρ̄ρ) such that w(G) = q2m

dq(ρ) and E = C ◦ C∗ such that

E = (q − q−1)−1(G−G−1).

(ii) There exists τq ∈ (C, ρ2), a group-like element, and non-degenerate map-

ping given by τqλ = λ
∑

i ei ⊗ J−1ei, where J = (qj/2δi,j̄), j̄ = N + 1− j.
Furthermore there exists an antisymmetric tensor εi1...iN

: C −→ HN

which gives a non-degenerate form.

Thus we construct a random walk on SOq(N) induced from the Markov
chain as follows: choose 2m = N + j − i + 1 mod N and dq(ρ) = [N ](q2)

presented in section 7. Thus

w(G) =
q2m

dq(ρ)
= p(j, i) (54)

Thus the transition probabilities p(j, i) of the Markov chain give rise to a Markov
trace on SOq(N) with N = 2m+ 1
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